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We review Maxwell’s equations and constitutive relations for 3D bianisotropic media in a generalized form: we consider all
four variables and allow for nonzero polarization or magnetization, and also nonzero nonzero magnetic charge or current. After
a discussion of general boundary conditions, we introduce a time-harmonic variational formulation of linear Maxwell’s equations
within 3D bianisotropic media in terms of the electric and magnetic fields. We showcase a finite element approximation of our
variational formulation, using curl-conforming Nédélec edge elements of the first kind. Numerical examples illustrate the convergence
of the method.

I. INTRODUCTION

MAXWELL’S equations are the constitutional system
of partial differential equations for classical electro-

magnetism. They describe how electric and magnetic fields
(components of a single electromagnetic field) evolve in terms
of charges, currents, and material parameters. In this contri-
bution, we approach the theoretical and numerical analysis of
a Maxwell system that allows for nonzero magnetic charges
and currents, nonzero polarization and magnetization, and
bianisotropic media. We henceforth refer to this setup as a gen-
eralized Maxwell system. We demonstrate that contemporary
numerical techniques are capable of solving such generalized
electromagnetic problems. This is in contrast to the literature
on Maxwell’s equations, which tends to assume several sim-
plifications, focusing on simplified Maxwell systems in the
vacuum setting in which analytical techniques provide explicit
solutions. To our understanding, the numerical literature tends
to adopt this simplified setup despite having the capability to
explore more complicated problems.

We focus on a two-variable formulation of Maxwell’s equa-
tions involving the electric field E and the magnetic field H,
which has seen increased interest in recent research [1]–[7].
We describe a mixed finite element method that discretizes
both variables with Nédélec edge elements of the first kind.
While rigorous a priori error analysis for this method is
beyond the scope of this work, our numerical experiments
indicate that this method converges as the mesh size decreases.

The idea of nonzero magnetic charges and currents has
appealing potential applications. For example, recent research
has shed more light on magnetic monopoles using spin ice
systems [8]–[10]. Although in this case Maxwell’s equations
still take their standard form with no magnetic charges, differ-
ent models with magnetic charges may be studied to influence
new experimental setups or to understand the implications if
magnetic charges were observed in nature.
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For example, condensed matter physics uses analogue
Maxwell systems that include Dirac monopoles [11]. Studying
these Dirac monopoles is of paramount importance in quantum
physics because of their physical realizations in state-of-the-art
technologies involving semiconductors. Unlike the real-space
fields governed by Maxwell’s equations, Dirac monopoles
occur in the so-called momentum space, which relates to real-
space via the Fourier transformation.

The remainder of this work is structured as follows. We
introduce Maxwell’s equations in their original four-variable
form in Section II. We discuss constitutive relations in Sec-
tion III and boundary conditions in Section IV. We present our
variational theory in Section V. Finally, we discuss the results
of numerical computations in Section VI.

II. MAXWELL’S EQUATIONS

The four equations of the generalized Maxwell system in
phasor or time-harmonic form read as:

∇ ·D = ρE , (1)
∇ ·B = ρM , (2)
∇×H = iωD + JE , (3)
−∇×E = iωB + JM . (4)

Here, i denotes the imaginary unit and ω denotes the angular
frequency. Equation (1) is the electric Gauss’s law and is
commonly called Gauss’s law. It describes the relationship
between the electric flux density D, and the eletric charge
density ρE . The magnetic Gauss’s law (2) concerns the mag-
netic flux density B, and the magnetic charge density ρM . The
Ampère-Maxwell law (3) relates three quantities: the electric
flux density D, the magnetic field H and the electric current
density JE . Faraday’s law (4) relates the magnetic flux density
B, the electric field E, and the magnetic current density JM .

Even though ρM = 0 and JM = 0 in our current
understanding of physics, we consider nonzero ρM and JM

for the purpose of mathematical inquiry.
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The time-harmonic formulation treats the quantities X ∈
(E,H,D,B,JE ,JM , ρE , ρM ) as sinusoidal as an assumption
a priori. Then the real-time form X̂(r, t) of the field X(r, ω)
in phasor form satisfies

X̂(r, t) = Re[X(r, ω)eiωt], (5)

where r are the spatial coordinates and t denotes time. The
phasor formulation conveniently replaces the time derivatives
of all fields X by iω. In this work, we assume all X to be
in phasor form unless otherwise specified.

Taking the divergence of Ampère’s law (3) and Faraday’s
law (4), and using the two Gauss’s laws (1)-(2) yields two
more identities, known as the electric continuity equation and
the magnetic continuity equation, respectively:

iωρE +∇ · JE = 0, (6)
iωρM +∇ · JM = 0. (7)

They describe the conservation of charge, as the charge does
not change over time in the absence of an electric or magnetic
current. The continuity equations are necessary conditions on
the data for the existence of solutions to a Maxwell system.

III. CONSTITUTIVE RELATIONS

When an electromagnetic field is applied to a material,
the bound charges and currents of the material respond. This
response is defined by constitutive relations. These relations
effectively describe how the contributions of the electric and
magnetic fields in propagating electromagnetic waves change
within different materials. We consider the following general
constitutive relations:

D = εE + ξH + P, (8)
B = ζE + µH + M. (9)

Here, we use the electric polarization field (or simply polariza-
tion) P and the magnetic polarization field (or magnetization)
M. The terms ε, ξ, ζ, and µ denote coefficient tensors that
depend on the material.

In this work, we treat P and M as data. In general, however,
they may depend on the field variables E and H and thus be
sources of nonlinearity. For instance, when we have a Taylor
expansion P =

∑∞
n=1An : ⊗nE of the electric polarization

in terms of the electric field, then truncating up to the first-
order term describes Pockel’s effect, and truncating up to the
second-order term describes the Kerr effect. Although such
effects are interesting in their own right, we freeze P and M in
this work to study the general linear problem. We remark that
solving linear generalized Maxwell’s equations is not only an
important theoretical stepstone towards developing nonlinear
models in electromagnetism: linearized nonlinear Maxwell’s
equations appear frequently as auxiliary computations in nu-
merical algorithms.

Without further assumptions on the material, the coefficients
ε, ξ, ζ, and µ are tensorial (thereby depending on the direction
of the material), and we say that the material is bianisotropic.
If the material coefficients are not tensorial, the material
is called biisotropic. We refer the reader to [12]–[14] for

more details on constitutive relations and bianisotropic
media. Although we will present numerical results only for
the biisotropic case, an extension to bianisotropic media
is straightforward when considering a separate Maxwell
equation for each nonzero tensor component, for instance.

As an example of this approach, we conceptualize the
vacuum as a linear, homogeneous, and isotropic medium.
Here, the constitutive relations simplify to:

D = ε0E, B = µ0H.

The values of ε0 and µ0 are known to be ε0 ≈ 8.85 ×
10−12[Farad/meter] (the permittivity of free space) and µ0 =
4π × 10−7[Newton/Ampere2] (the permeability of free space).
Although this formulation occurs frequently in the literature,
we use the bi-isotropic form in this work for broader general-
ity.

IV. BOUNDARY CONDITIONS

Since Maxwell’s equations are partial differential equations,
one requires boundary conditions to arrive at solutions. Inter-
face conditions, also known as general boundary conditions,
describe electromagnetic fields at the intersection of two
materials. In this work, we consider the common perfectly
conducting boundary conditions [4], where the electromag-
netic fields inside one material are zero.

Let Ω be the region of integration with boundary ∂Ω, and
let n be the unit normal pointing from the first material to the
second. Recall that the dot product of n with a vector field
along ∂Ω gives the magnitude of the field’s normal component,
whereas the cross product between the two gives the field’s
tangential component. We assume that the boundary ∂Ω is
split into two complementary parts ΣE and ΣM . The boundary
conditions read

n×E = KM along ΣE ,

n×H = KE along ΣM ,

n ·D = σE along ΣM ,

n ·B = σM along ΣE .

(10)

Here, KE is the surface electric current density, σE is the
surface electric charge density, KM is the surface magnetic
current density, and σM is the surface magnetic charge
density.

We remark that although KM = 0 = σM in nature [13],
[15], we consider nonzero magnetic currents and charges for
the sake of generality, using the symmetric form given by (10).

V. VARIATIONAL THEORY

We derive a version of Maxwell’s equations that is solely
in terms of E and H. This is achieved by substituting the
constitutive relations (8)-(9) into the Maxwell relations (1)-(4).
This gives us the differential form of Maxwell’s equations in
terms of only E and H, which we call the (E, H) Maxwell
system. It comprises the Ampère-Maxwell law and Faraday’s
laws:

[iω (εE) + iω (ξH)]−∇×H = −JE − iωP, (11)
[iω (ζE) + iω (µH)] +∇×E = −JM − iωM. (12)
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Taking the divergence of (11) and (12) together with the
continuity equations (6) and (7) produces the compatibility
conditions

∇ · (εE) +∇ · (ξH) = ρE −∇ ·P, (13)
∇ · (ζE) +∇ · (µH) = ρM −∇ ·M. (14)

We hence focus on the Ampère-Maxwell law and Faraday’s
law.

For the discussion of a variational formulation that is
amenable to finite elements and their error analysis, we
introduce a few notions of function spaces. For any domain
Ω ⊆ R3, we write Lp(Ω) for the Lebesgue space to exponent
1 ≤ p ≤ ∞, and ‖ · ‖p,Ω denotes the associated norm. The
case p = 2 is the most important case: L2(Ω) is the Hilbert
space of square-integrable functions.

We recall the Sobolev spaces (see [16]–[18])

H(curl; Ω) = {v ∈ L2(Ω)3 | ∇ × v ∈ L2(Ω)3}, (15)

H(div; Ω) = {v ∈ L2(Ω)3 | ∇ · v ∈ L2(Ω)3}. (16)

These are equipped with the respective norms

‖X‖curl,Ω := ‖X‖2,Ω + ‖∇ ×X‖2,Ω,
‖X‖div,Ω := ‖X‖2,Ω + ‖∇ ·X‖2,Ω.

For a rigorous discussion of boundary conditions, we recall
that these spaces have well-defined tangential and normal
traces on open subsets of the boundary ∂Ω. We write 〈·, ·〉Ω for
the L2 product of vector fields over Ω. Conceptually, when X
and φ are sufficiently smooth vector fields and the geometry is
sufficiently regular, we recall the integration by parts formula
[13], [17]:

〈∇ ×X, φ〉Ω = 〈X,∇× φ〉Ω + 〈n×X, φ〉∂Ω. (17)

Here, 〈X, φ〉∂Ω =
´
∂Ω

X ·φdσ denotes the boundary integral.
We can now express the boundary traces as volume integrals.
We say that E has tangential trace KE along ΣE , if for all
smooth vector fields W that vanish in a neighborhood of ΣM

we have

〈∇ ×H,W〉 = 〈H,∇×W〉+ 〈KE,W〉∂Ω.

Analogously, we say that H has tangential trace KM along
ΣM , if for all smooth vector fields V that vanish in a
neighborhood of ΣE we have

〈∇ ×E,V〉 = 〈E,∇×V〉+ 〈KM,V〉∂Ω.

We write H(curl; Ω,ΣE) and H(curl; Ω,ΣM ) for the closed
subspaces of H(curl; Ω) and H(curl; Ω) that have vanishing
tangential traces along ΣE and ΣM , respectively.

To get a variational form (also called a weak form) for our
finite element implementation, we multiply equations (11)–
(12) by test vector fields [19] and integrate the equations
over Ω. Therefore, we look for E ∈ H(curl; Ω) and H ∈
H(curl; Ω) such that

〈iωεE + iωξH−∇×H,V〉 = −〈JE + iωP,V〉,
〈iωζE + iωµH +∇×E,W〉 = −〈JM + iωM,W〉,

holds for all V ∈ H(curl; Ω) and W ∈ H(curl; Ω), and
such that we have the boundary conditions

n×E = KM along ΣE ,

n×H = KE along ΣM .

In particular, we can reduce this to an equivalent formulation
where the unknown variables satisfy homogeneous tangential
boundary conditions along their respective boundary parts.
Suppose that EΣ ∈ H(curl; Ω) and HΣ ∈ H(curl; Ω) satisfy

n×EΣ = KM along ΣE ,

n×HΣ = KE along ΣM .

We write

SE = JE + iωP + iωεEΣ + iωξHΣ −∇×HΣ,

SM = JM + iωM + iωζEΣ + iωµHΣ +∇×EΣ.

Then we search for

E ∈ H(curl; Ω,ΣE), H ∈ H(curl; Ω,ΣM )

such that

〈iωεE + iωξH−∇×H,V〉 = −〈SE ,V〉,
〈iωζE + iωµH +∇×E,W〉 = −〈SM ,W〉

for all V ∈ H(curl; Ω,ΣE) and W ∈ H(curl; Ω,ΣM ).

Let XE
h ∈ H(curl; Ω,ΣE) and XM

h ∈ H(curl; Ω,ΣM ).
The corresponding Galerkin problem asks for vector fields
Eh ∈ XE

h and Hh ∈ XM
h such that

〈iωεEh + iωξHh −∇×Hh,Wh〉 = −〈SE ,Wh〉,
〈iωζEh + iωµHh +∇×Eh,Vh〉 = −〈SM ,Wh〉.

holds for all Vh ∈ XE
h and Wh ∈ XM

h .
Our Galerkin method is a finite element method. There are

various curl-conforming finite element methods for different
types of triangulations. We will consider Nédélec edge ele-
ments of the first kind with respect to a tetrahedral mesh of
the domain [4], [17], [20]–[22] as choices of XE

h and XM
h , as

these are widely documented in the literature.

VI. NUMERICAL RESULTS

In this section we discuss the results of numerical
computations using our finite element method. For
our calculations, we have used the Python package
Netgen/NGSolve (v6.2.2008) [22], [23]

Our test scenarios have the following form. We let Ω =
[0, 1]3 be the unit cube. We consider the generalized Maxwell
system with zero magnetization and polarization, P = M =
(0, 0, 0), frequency ω = 1, and different material scalar
coefficients. We study how the errors of numerically computed
electric and magnetic fields behave for four simple scenarios:

1) (ε, µ) = 1 and (ξ, ζ) = 0,
2) (ε, µ) = 0 and (ξ, ζ) = 1,
3) (ε, µ) = 1 and (ξ, ζ) = 1,
4) (ε, µ) = 1 and (ξ, ζ) = 0.01.
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The last case (ε, µ) = 1 and (ξ, ζ) = 0.01 could be con-
sidered physically interesting because it involves the standard
vacuum material tensors together with a minor non-standard
perturbation (as reasonably expected in nature).

We choose the solution fields E and H to be

E =

sin(6πx) sin(10πy) sin(14πz)
0
0

 ,
H =

sin(8πx) sin(12πy) sin(2πz)
0
0

 .
Here, (x, y, z) are the spatial coordinates. Accordingly, one
obtains the right-hand sides JE and JM using (11)-(12):

JE =

 −iω(εΓ1 + ξΓ2)
2π sin(8πx) sin(12πy) sin(2πz)
−12π sin(8πx) sin(12πy) sin(2πz)

 ,
JM =

 −iω(µΓ2 + ζΓ1)
−14π sin(6πx) sin(10πy) sin(14πz)
10π sin(6πx) sin(10πy) sin(14πz)

 ,
where we abbreviate

Γ1 = sin(6πx) sin(10πy) sin(14πz),

Γ2 = sin(8πx) sin(12πy) sin(2πz).

Notably, our fields are trivially zero at the boundary of the
unit cube.

Starting with a simple initial triangulation, we use these
choices of P, M, JE and JM in the weak formulation
and approximate E and H numerically. We compute the
finite element approximations up to machine precision for
sequences of meshes obtained by uniform refinement. The
development of the error terms is shown in the log log plots
in Figures 1-4. The x-axis is the binary logarithm of the mesh
size, and the y-axes is the error norm of the two fields E and
H. An upward-slope indicates convergence because the error
decreases as the mesh size decreases. The slope of the linear
trendline in each plot approximates the order of convergence
for small mesh sizes.

Figures 1-4 show that all errors converge. In Figure 3, the
error appears to stall with decreasing mesh size. This is very
likely because the transformation matrix from (8)-(9) –[

ε ξ
ζ µ

]
– is not invertible when (ε, µ, ξ, ζ) = 1. For completeness, we
present the raw data used for Figures 1-4 in Tables I-IV.
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1/h L2(E) L2(H)
1 4.75E+00 4.63E+00
2 1.73E+00 1.91E+00
3 7.57E-01 1.07E+00
4 5.36E-01 4.72E-01
5 3.18E-01 3.26E-01
6 2.03E-01 2.46E-01

TABLE I: L2 errors in the fields E and H for the case (ε, µ) =
1 and (ξ, ζ) = 0.

1/h L2(E) L2(H)
1 4.28E+00 2.90E+00
2 3.66E+00 2.62E+00
3 2.04E+00 1.12E+00
4 5.02E-01 3.53E-01
5 2.63E-01 2.42E-01
6 1.81E-01 2.11E-01

TABLE II: L2 errors in the fields E and H for the case
(ε, µ) = 0 and (ξ, ζ) = 1.
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our standard example. Here, we have used (ε, µ) = 1 and (ξ, ζ) = 0.

Fig. 2: Behavior of the L2 error of numerically computed electric field E and magnetic field H with decreasing mesh size for
our standard example. Here, we have used (ε, µ) = 0 and (ξ, ζ) = 1.

Fig. 3: Behavior of the L2 error of numerically computed electric field E and magnetic field H with decreasing mesh size for
our standard example. We used (ε, µ) = 1 and (ξ, ζ) = 1.
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