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Abstract In this work, we compare and contrast a few fi-
nite element h-adaptive and hp-adaptive algorithms. We test
these schemes on three example PDE problems and we uti-
lize and evaluate an a posteriori error estimate. In the pro-
cess, we introduce a new framework to study adaptive al-
gorithms and a posteriori error estimators. Our innovative
environment begins with a solution u and then uses interpo-
lation to simulate solving a corresponding PDE. As a result,
we always know the exact error and we avoid the noise as-
sociated with solving. Using an effort indicator, we evaluate
the relationship between accuracy and computational work.
We report the order of convergence of different approaches.
And we evaluate the accuracy and effectiveness of an a pos-
teriori error estimator.
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1 Introduction

Let H(Ω) denote a Sobolev space of interest, equipped with
norm || · ||Ω , and let Sh ⊂ H denote a finite element space,
associated with a tessellation Th of Ω . In [4], it was shown
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that under weak assumptions

||u−Iu||Ω ≤C||u− v||Ω (1)

||u−Iu||t ≤C||u− v||t (2)

for all v ∈ Sh. Here u ∈ H, Iu ∈ Sh is the usual interpolant
of u, t ∈ Th, and || · ||t is the norm restricted to element t.
In finite element analysis, interpolation error u−Iu is often
used as an upper bound for the error in various finite ele-
ment approximations, here denoted uh ∈ Sh. Estimates (1)-
(2) provide lower bounds for the error for any finite element
approximation. Thus these bounds can be combined with the
usual a priori estimates for uh to see that

C1||u−Iu||Ω ≤ ||u−uh||Ω ≤C2||u−Iu||Ω (3)

C3||u−Iu||t ≤ ||u−uh||t (4)

In this work, we explore the practical implications of (3)-
(4) in the context of adaptive finite element methods, and in
particular h-adaptive and hp-adaptive feedback loops.

Inequalities (3)-(4) show that interpolation error is both
efficient and reliable [13,14] for controlling an adaptive
feedback loop of the type commonly employed in adap-
tive finite element calculations for solving partial differen-
tial equations. While interpolation error cannot in general be
used for an a posteriori error estimate, in this work we create
an environment based on interpolation error that allows us
to study and evaluate various adaptive approaches indepen-
dently of the PDE. Aspects such as approximate solution of
linear and nonlinear systems, unknown exact solutions, and
the a posteriori error estimation procedure make it difficult
to focus exclusively on the adaptive procedure itself. Using
interpolation error, we construct idealized “reference” adap-
tive procedures. We then employ these reference procedures
to compare and evaluate various approaches. Indeed, during
the course of our investigations, we analyzed and improved
the adaptive approach used in the PLTMG software package
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[1]. The version described in this summary work is not the
procedure in the currently available version of PLTMG (al-
though it is quite similar), but it or its descendant will appear
in future versions of the package.

We are also able to study the effectiveness of certain a
posteriori error estimates within this environment. In partic-
ular, we compare the behavior of some fixed adaptive algo-
rithm using interpolation error for the local error indicators
with the same adaptive algorithm using some computable a
posteriori error estimate for the the local error indicators. In
this case, the observed differences can be attributed to the a
posteriori error estimate.

While we think the results for various adaptive ap-
proaches are by themselves quite interesting, and reveal the
advantages and disadvantages of the given approaches, we
also believe that our general methodology for evaluating the
different approaches is an equally important contribution.
Indeed, while the PLTMG adaptive algorithms described here
are the best that we have developed at this point in time, we
expect further improvements to be made through the use of
this environment.

The remainder of this paper is organized as follows. In
Section 2, we describe the the model problems we chose to
include in our testing environment. In Section 3, we present
results for several h-adaptive strategies, for several values
of p, the degree of the piecewise polynomial approxima-
tion space. In Section 4, we present results for several hp-
adaptive strategies. In Section 5, we consider more carefully
the effort of various adaptive approaches on the total work
required to solve the problem, and in Section 6, were study
the effectiveness of the recovered derivative a posteriori er-
ror estimate used in some of our experiments.

2 Preliminaries and Example Problems

We ran experiments on three different problems, chosen to
exhibit typical challenges encountered by adaptive methods.
In the first problem, the test domain Ω is the unit circle with
a crack along the positive x axis. The function u is given by

u = r1/4 sin(θ/4)

(see Figure 1 top right). This function u is chosen to mimic
a typical solution of the Laplace equation with singularity.
For example, the elliptic PDE could be

−∆u = 0

in Ω . Homogeneous Dirichlet boundary conditions are im-
posed on the top of the crack, and homogeneous Neumann
boundary conditions are imposed on the bottom. The combi-
nation of an internal angle of 2π and the change of boundary
conditions at the crack tip leads to a singularity with leading

Fig. 1 The domains, the initial triangulations, and the function u’s for
the singular problem, boundary layer problem, and isotropic problem.

term r1/4 sin(θ/4). Imposing the Dirichlet boundary condi-
tion u = r1/4 sin(θ/4) on the circle r = 1 makes this the ex-
act solution of the boundary value problem.

In the second problem, the test domain is the unit square
where the function u is given by

u=

(
x− eβ (x−1)− e−β

1− e−β

)(
1− eγ(y−1)− e−γ

1− e−γ
− e−γy− e−γ

1− e−γ

)
where we took β = 200 and γ = 20 (see Figure 1 middle
left). The first term is the solution of the two point boundary
value problem

−u′′+βu′ = β for 0≤ x≤ 1

u(0) = u(1) = 0.

This creates a boundary layer at x = 1. The second term cre-
ates additional (but weaker) boundary layers at y = 0 and
y = 1, and enforces homogeneous Dirichlet boundary condi-
tions on u. This problem is quite distinct from the first exam-
ple, in that the refinement region is now a one-dimensional
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curve rather than a single point. Also, while u has increas-
ingly large higher derivatives, they are not singular as in the
first example.

In the third problem, the test domain is the unit square
where the function u is given by

u = sin(10πx)sin(10πy)

(see Figure 1 bottom right). This problem is quite distinct
from the first two examples, in that the refinement region is
now the entire two-dimensional domain. As with the bound-
ary layer problem, this solution exhibits increasingly large
but smooth higher derivatives.

Overall, we expect the singular problem to be the most
challenging for adaptive methods, followed by the boundary
layer problem, with the isotropic problem the least challeng-
ing. See Mitchell [10] for other possible test examples.

In these experiments we enriched the finite element sub-
space using several h and hp adaptive strategies. The local
error indicators used in these adaptive methods were either
the interpolation error for the exact solution 1 or error in-
dicators generated by recovering derivatives using the inter-
polant as a proxy for the finite element solution. The recov-
ery procedure is described in detail in [3]. In all experiments
we started from the initial mesh of eight elements shown in
Figure 1 and refined the mesh to one containing approxi-
mately 250,000 degrees of freedom.

We have selected only three example problems, a few
example h-adaptive and hp-adaptive algorithms, and a sin-
gle a posteriori error estimate for study in this work. While
we think these are all interesting in their own ways for
study, an important component of this work is to demon-
strate through example the power of this approach as an ex-
perimental workbench. The environment of using the inter-
polant in place of the finite element solution allows us to
discover and improve refinement procedures. Different re-
finement schemes can be compared to see which produces
the most efficient reduction of error per computational cost
without other aspects of the finite element solution confus-
ing the data. And different error indicators can be compared
and contrasted using this environment. See [11,12] for some
alternative approaches.

3 Experiments with h Refinement

We cannot compute an optimal finite element space with
250,000 degrees of freedom for purposes of comparison.
Instead, we choose an adaptive procedure in which we use
exact interpolation errors at every step, and use it as a “ref-
erence” adaptive procedure. For the case of h adaptive re-
finement, we employ an idealized version of the adaptive

1 The interpolation error is computed exactly up to round off and
numerical quadrature errors.

procedure used in PLTMG . In particular, the feedback loop
is a three step process

solve→ estimate→ refine. (5)

In this case the “solve” steps are skipped and we use the in-
terpolant in place of the finite element solution. In the “esti-
mate” step, we compute the interpolation error. This is given
elementwise by

||∇{u−Ipu}||t (6)

where Ip is the interpolation operator based on the usual
nodes for the finite element space of continuous piecewise
polynomials of degree p. In the “refine” step, we begin with
a space of Nk degrees of freedom and compute a mesh with
a target number of degrees of freedom given by

Nk+1 ≈ Ntrgt = min(4Nk,250000) (7)

degrees of freedom. The refinement process itself is a re-
laxed version of longest edge bisection as implemented in
PLTMG . All elements are placed on a heap according to
their errors, with an element with largest error at the root.
The root element t is selected for refinement. Its longest
edge neighbor (and perhaps a few others according to the
relaxed longest edge criterion) are refined by bisection. The
refined elements are removed from the heap, and their re-
fined children elements are added to the heap. Errors for the
children elements are given by interpolation errors for the
exact solution. This procedure is repeated until the target
value Ntrgt has been achieved. Then the existing mesh is im-
proved with respect to shape regularity using a combination
of edge-swapping and mesh smoothing as described in the
PLTMG users guide [1]. The adaptive loop is then repeated
with the newly created mesh with Nk+1 degrees of freedom;
the outer feedback loop terminates when a mesh with (ap-
proximately) 250,000 degrees of freedom has been created.

We remark on some generic limits for our scheme. In
the case of h-refinement, we check the proposed size of re-
fined elements in terms of round-off error. If the elements
become too small, many typical finite element calculations
will suffer ill effects. For example, in computing the affine
map from the reference element to an actual element in the
mesh, one performs calculations of the form vi− v j, where
vi and v j are vectors containing coordinates of triangle ver-
tices. If vi ≈ v j due to the small size of the element, this and
similar calculations will result in catastrophic cancellations
that will create a cascade of undesirable consequences in the
matrix and right hand side assembly, and subsequent linear
system solution. Thus, if the proposed refined elements are
too small, if√
||vi− v j||2
||vi||2 + ||v j||2

< ε
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where ε is machine epsilon, then h-refinement is disallowed.
In all of our reported experiments we used double precision
floating point arithmetic, but we also did several quadru-
ple precision calculations (not reported here) to verify that
round-off effects were minimal for our reported results.
Nonetheless, we think it remarkable that adaptive methods
have become so effective that such issues even need to be
addressed at the level of implementation.

To examine the effect of our recovery error estimator, we
have also employed the reference adaptive procedure with
error indicators rather than interpolation errors. In this sce-
nario, in solve steps the finite element solution is again re-
placed by the interpolant. If we are using elements of de-
gree p, derivatives of order p+1 are recovered from the in-
terpolant using the same procedure normally applied to the
finite element solution. We now summarize this procedure
for approximating the interpolation error on element t. Our
starting point is the representation

u−Ipu =
∑

j

F j(∂
p+1u)ψ j (8)

where the ψ j form a basis for the space of polynomials of
degree p+ 1 that are zero at all nodes for degree p nodal
basis functions on t and the coefficient functions F j de-
pend in an explicitly known and computationally accessi-
ble way on potentially all derivatives of u of order p+ 1,
generically denoted ∂ p+1u. This error representation can be
derived from Sobolev’s counterpart (see [8], for example)
of Taylor’s theorem for weakly differentiable functions. Ap-
proximations to the derivatives ∂ p+1u on element t are given
by constants computed by a superconvergent recovery pro-
cedure that we now summarize. The derivatives of order p
of the interpolant Ipu, denoted ∂ pIpu, are piecewise con-
stant. The recovery operator R∂ pIpu consists of projecting
these piecewise constant functions onto the space of con-
tinuous piecewise linear finite element functions using L2-
projection, followed by a smoothing step. This results in a
globally superconvergent piecewise linear approximation of
the order p derivatives ∂ pu. Then ∂R∂ pIpu is a piecewise
constant approximation of ∂ p+1u. The local error indicators
ηt are given by

ηt =

∣∣∣∣∣
∣∣∣∣∣∇
∑

j

F j(∂R∂
pIpu)ψ j


∣∣∣∣∣
∣∣∣∣∣
t

. (9)

They depend only on Ipu, and on the shape and size of the
finite elements. See [3] for a more detailed discussion.

The refinement procedure itself is the same as for the
interpolation error case described above, with one important
difference. When an element is refined, its children elements
inherit their derivative information from the parent, rather
than computing it anew. This is how the procedure behaves
in PLTMG , where the recovered derivatives are based on the

finite element solution, and the recovery procedure is em-
ployed only in the estimate step.

We also studied the standard PLTMG refinement proce-
dure using the recovered derivatives. This is similar to our
reference procedure except we restrict the growth in the
number of degrees of freedom on a given refinement step
for reasons that will become clear below. The target value
for a given refine step is still given by (7) but we exit the
refine step if the current root element t satisfies

η
2
t < η

2
ave/3 (10)

where

η
2
ave =

∑
t η2

t

Tk
(11)

and the sum is taken over all elements existing at the begin-
ning of the current refinement step, denoted by Tk.

We have also studied a four step adaptive procedure

solve→ estimate→mark→ refine (12)

which has become a common paradigm in adaptive meth-
ods [5,7,6,13,14]. In this procedure, a set of elements S are
marked for refinement. The set of marked elements satisfies

∑
t∈S

η
2
t ≥ θ

∑
t∈T

η
2
t (13)

where T is the complete set of elements at the mark stage,
and 0 < θ ≤ 1 is a parameter. A similar formula holds if
recovered error indicators are replaced by interpolation er-
rors. In our setting we simulate this procedure as follows.
Elements are placed in a heap as before. When an element is
refined, it is added to the set S; it is removed from the heap
and its children are not added to the heap. When the errors
in the set S exceed the threshold value, the refine procedure
exits. In this way the set S will tend to contain elements with
largest errors or error indicators.

In the first series of experiments, we employed these al-
gorithms for h adaptive refinement for the the cases p =

1,2,4. For each experiment we provide four data items.
First, we provide the error

error =
||∇(u−Ipu)||Ω
||∇u||Ω

for the finest mesh with (approximately) 250,000 degrees of
freedom. We also provide the number

loops = L

where L is the number of outer loops through the adaptive
feedback loop. We also fit the errors for some of L subspaces
via least squares to a function of the form

AN−B/2
k
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and report the value

order = B.

Subspaces for smaller values of Nk were not included in or-
der to obtain a better idea of the asymptotic behavior of each
experiment. For piecewise polynomials of degree p, optimal
behavior would be B ≈ p. Based on the singularity, behav-
ior for quasiuniform meshes for the circle problem would
be B ≈ .25, while for the boundary layer and isotropic ex-
amples, we expect B ≈ p. Finally, we computed an effort
indicator W using the formula

Wα =

L∑
k=1

Nα
k

effortα =Wα/106

The case α = 1 would correspond to an implementation that
exhibits optimal complexity O(N) in every respect. We also
consider the case α = 1.5; this could arise, for example, if
one employs an optimal order direct method with complex-
ity O(N3/2) for solving linear systems arising in the solve
phase of the feedback loop. Occasionally, during our exper-
iments, the number of degrees of freedom in the last two
iterations were similar, NL−1 ≈ NL ≈ 250,000, due to our
use of (7). In this case our work estimate is artificially in-
flated because the two largest spaces are approximately the
same size. In these cases, we provide an extrapolated effort
value (ignoring NL) in parenthesis before the actual value,
that we believe provides a more accurate figure for purposes
of comparison.

In Table 1 we summarize some experiments for the case
p = 1. Some of these results are displayed graphically in
Figure 2. The x axis is log10 N and the y axis is log10(error).
We note that the reference procedure behaves in an optimal
fashion using the exact interpolation errors. The PLTMG pro-
cedure and the reference procedure using recovered deriva-
tives both track the optimal reference procedure quite well,
although both are slightly less effective.

The marking procedure for θ = .5 with either interpola-
tion error or recovered derivatives tracks the optimal refer-
ence procedure almost exactly in terms of accuracy. How-
ever, it requires many more steps through the adaptive feed-
back loop in order to achieve this. Generally speaking, for
such a marking procedure, one would expect that as θ is in-
creased, the result would be more refinement during each
loop, at the potential expense of decreasing the rate of con-
vergence. We had originally planned to illustrate this point
using, e.g., θ = 0.5, 0.25, 0.1, but all give similar results. In
the case of the singular problem, for example, the error is
very large near the crack tip and relatively small everywhere
else. Thus for a large range of θ , the marking scheme re-
fines just a few elements near the crack tip on many adaptive
steps, resulting in very slow growth in subspace dimension.

Fig. 2 h refinement for p = 1. Top row: Singular problem. Middle
row: Boundary layer problem. Bottom row: Isotropic problem. Left
column: reference method with interpolation error (black), reference
method with recovered derivatives (blue), PLTMG method with recov-
ered derivatives (red). Right column: reference method with interpo-
lation error (black), marking method with interpolation error θ = .5
(blue), marking method with recovered derivatives θ = .5 (red).

We employed the marking strategy with θ = .99, which re-
duced the number of adaptive steps without much sacrifice
in terms of accuracy. We also show the result for θ = 1,
which refines every element on every loop, resulting in quasi
uniform meshes and relatively poor accuracy for the singular
problem. The reduction in convergence order was less severe
for the boundary layer and isotropic problems, in part due to
the smoothness of the functions in these cases.

This illustrates two issues with the marking paradigm.
First, choosing the parameter θ is quite likely problem de-
pendent, as is the case in these examples, and could be very
sensitive to small changes in some ranges (e.g. .99≤ θ ≤ 1.0
in the singular example). Second, without allowing for any
element to be refined more than once based on its error indi-
cator, the growth in subspace dimension will tend to be slow.
For our relaxed longest edge bisection and similar schemes,
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Singular problem

h Refinement, p = 1 Error Order Loops 102·Effort1.0 Effort1.5
reference-interpolation 5.06e-03 1.03 9 46.9 201
reference-recovered 9.29e-03 1.22 9 46.8 200
pltmg-recovered 5.45e-03 1.18 15 48.1 191
mark-recovered, θ = .5 6.12e-03 1.03 68 148 505
mark-interpolation, θ = .5 5.61e-03 1.05 70 149 522
mark-interpolation, θ = .99 3.70e-02 0.93 38 148 536
mark-interpolation, θ = 1.0 3.05e-01 0.25 14 60.0 252

Boundary layer problem

h Refinement, p = 1 Error Order Loops 102·Effort1.0 Effort1.5
reference-interpolation 1.35e-02 0.97 9 44.6 189
reference-recovered 1.37e-02 1.28 9 44.6 189
pltmg-recovered 1.34e-02 1.05 14 (48.1) 60.8 (207) 257
mark-recovered, θ = .5 1.24e-02 1.03 45 114 406
mark-interpolation, θ = .5 1.22e-02 1.02 52 (124) 142 (435) 531
mark-interpolation, θ = .99 1.46e-02 1.06 21 54.6 213
mark-interpolation, θ = 1.0 1.09e-01 0.84 17 51.4 199

Isotropic problem

h Refinement, p = 1 Error Order Loops 102·Effort1.0 Effort1.5
reference-interpolation 2.62e-02 0.99 9 44.6 189
reference-recovered 2.63e-02 1.04 9 44.6 189
pltmg-recovered 2.60e-02 1.05 12 48.9 202
mark-recovered, θ = .5 2.51e-02 0.98 47 (100) 116 (359) 437
mark-interpolation, θ = .5 2.51e-02 0.98 37 (99.6) 112 (361) 423
mark-interpolation, θ = .99 2.65e-02 1.00 16 46.8 185
mark-interpolation, θ = 1.0 3.06e-02 0.96 17 51.4 199

Table 1 h refinement for p = 1.

the upper limit will be around growth ≈ 2, since for θ = 1,
most elements would be refined with two child elements.
A few could be refined more than once due to the rules
of the particular bisection scheme. Thus we should expect
growth < 2 for most values of θ < 1.

Finally, as a general remark, we observe that the effort
for an optimal calculation (Effort1.0) is uniformly more than
100 times less than the corresponding calculation using sub-
optimal algorithms (Effort1.5). We also note that methods
that use many loops require more effort. We will return to
this point and explore it more completely in Section 5.

We now consider the cases for h refinement for p = 2
and p = 4 together as they illustrate a trend for increasing
p. We first note that the reference method using interpo-
lation errors appears optimal with order of convergence of
order ≈ p. However, we note that for the first small values
of N j, the method is not behaving in an optimal fashion. This
is likely due to limitations of the bisection process. For the
case p = 1, 500 degrees of freedom correspond to roughly
1000 elements, which is enough for bisection to produce a
smoothly graded mesh exhibiting an optimal rate of con-
vergence for piecewise linear elements. On the other hand,
in the case p = 4, 500 degrees of freedom correspond to
approximately 1000/16 ≈ 63 elements. In the case of the
singular problem, the bisection process is asked to create a
smooth and more steeply graded mesh with just a few el-

ements, which cannot be accomplished within the rules of
longest edge bisection. Thus the convergence is not initially
optimal, but becomes optimal as a larger number of elements
are introduced into the mesh. Note the case p = 4 is worse
than p = 2, and in general one can expect this effect to in-
crease with increasing p.

Next we look at the reference method using the recov-
ered derivative error indicators. Here we see that in both the
p = 2 and p = 4 cases, an optimal convergence rate is not
obtained for the singular problem. Indeed, the order of con-
vergence is linear or worse. This illustrates a potential issue
in allowing multiple refinements of an element during a sin-
gle loop. When the recovered derivatives are inherited by
children elements and subsequently used to compute error
indicators, they also inherit the errors associated with the
calculation of those recovered derivatives. These errors re-
main the same as in the original element for which they were
computed, and are not reduced as they are inherited by the
child elements. Thus an element that is refined many times
in a single loop will tend to create a patch of quasiuniform
elements as descendants. In the case p = 1, these patches
were close enough to the optimal grading that they did not
significantly affect the order of convergence. For p = 2 and
even more for p = 4 they did have a severe adverse effect,
and we expect this trend to continue with increasing p. This
explains our use of (10) in PLTMG to restrict the growth of
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Singular problem

h Refinement, p = 2 Error Order Loops 102·Effort1.0 Effort1.5
reference-interpolation 1.14e-04 2.19 8 39.6 166
reference-recovered 2.15e-02 1.01 8 39.8 167
pltmg-recovered 4.39e-04 2.20 26 77.6 277
mark-recovered, θ = .5 3.00e-04 2.13 103 290 988
mark-interpolation, θ = .5 1.31e-04 2.16 115 374 1301
mark-interpolation, θ = .99 8.81e-04 1.93 78 292 1046
mark-interpolation, θ = 1.0 3.21e-01 0.20 12 48.5 195

Boundary layer problem

h Refinement, p = 2 Error Order Loops 102·Effort1.0 Effort1.5
reference-interpolation 4.74e-04 2.03 8 39.2 165
reference-recovered 4.81e-04 2.41 8 38.8 163
pltmg-recovered 4.25e-04 2.15 15 57.8 226
mark-recovered, θ = .5 3.55e-04 2.09 54 (158) 174 (557) 634
mark-interpolation, θ = .5 3.50e-04 1.96 56 (159) 177 (540) 644
mark-interpolation, θ = .99 4.07e-04 2.08 21 57.6 222
mark-interpolation, θ = 1.0 2.13e-02 1.55 15 51.4 199

Isotropic problem

h Refinement, p = 2 Error Order Loops 102·Effort1.0 Effort1.5
reference-interpolation 1.24e-03 1.97 8 38.8 163
reference-recovered 1.25e-03 1.99 8 38.5 162
pltmg-recovered 1.18e-03 2.14 13 (47.4) 58.0 (189) 233
mark-recovered, θ = .5 1.12e-03 2.01 51 (134) 156 (459) 568
mark-interpolation, θ = .5 1.13e-03 2.00 39 124 440
mark-interpolation, θ = .99 1.14e-03 2.03 15 (49.5) 64.6 (205) 271
mark-interpolation, θ = 1.0 1.48e-03 1.96 15 51.4 199

Table 2 h refinement for p = 2.

Singular problem

h Refinement, p = 4 Error Order Loops 102·Effort1.0 Effort1.5
reference-interpolation 4.42e-07 4.42 7 37.1 156
reference-recovered 4.38e-02 0.73 7 36.7 154
pltmg-recovered 8.19e-06 4.36 60 246 794
mark-recovered, θ = .5 1.59e-06 4.25 319 866 2667
mark-interpolation, θ = .5 4.76e-07 4.11 167 628 2094
mark-interpolation, θ = .99 3.27e-06 4.15 134 654 2256
mark-interpolation, θ = 1.0 2.40e-01 0.20 11 62.0 264

Boundary layer problem

h Refinement, p = 4 Error Order Loops 102·Effort1.0 Effort1.5
reference-interpolation 2.22e-06 3.76 7 35.9 151
reference-recovered 2.21e-06 4.00 7 35.9 151
pltmg-recovered 1.27e-06 4.32 18 69.5 258
mark-recovered, θ = .5 8.08e-07 4.23 90 306 1064
mark-interpolation, θ = .5 7.68e-07 4.16 79 291 1010
mark-interpolation, θ = .99 8.95e-07 4.19 20 (62.2) 78.6 (263) 319
mark-interpolation, θ = 1.0 1.06e-03 2.82 13 51.4 199

Isotropic problem

h Refinement, p = 4 Error Order Loops 102·Effort1.0 Effort1.5
reference-interpolation 5.07e-06 3.75 7 35.9 151
reference-recovered 5.47e-06 3.74 7 35.9 151
pltmg-recovered 4.34e-06 4.35 17 (67.4) 81.0 (259) 321
mark-recovered, θ = .5 3.76e-06 4.22 75 279 950
mark-interpolation, θ = .5 3.80e-06 4.11 57 (212) 232 (724) 825
mark-interpolation, θ = .99 4.96e-06 3.98 13 50.3 195
mark-interpolation, θ = 1.0 6.14e-06 3.87 13 51.4 199

Table 3 h refinement for p = 4.
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Fig. 3 h refinement for p = 2. Top row: Singular problem. Middle
row: Boundary layer problem. Bottom row: Isotropic problem. Left
column: reference method with interpolation error (black), reference
method with recovered derivatives (blue), PLTMG method with recov-
ered derivatives (red). Right column: reference method with interpo-
lation error (black), marking method with interpolation error θ = .5
(blue), marking method with recovered derivatives θ = .5 (red).

subspace dimensions as p increases. However, we note that
in the boundary layer and isotropic problems, this was less
of an issue due to the smoothness of the solutions and the
less severe grading of the mesh.

For the PLTMG experiments, we see that our use of (10)
had the desired effect of producing optimal rates of conver-
gence, but at the cost of an increasing number of adaptive
feedback loops, especially in the case of the circle problem.
We also note that the convergence is not optimal for the ini-
tial loops, with the effect becoming worse with increasing
p. This is partly explained by the limitations of the bisection
process noted above, but it also exposes an issue with the
derivative recovery process. In particular, while the ansatz
(8) seems appropriate in regions where the function u is very
smooth, it is clearly inappropriate near the crack trip. How-
ever, the recovery process is purely algebraic, and so recov-

Fig. 4 h refinement for p = 4. Top row: Singular problem. Middle
row: Boundary layer problem. Bottom row: Isotropic problem. Left
column: reference method with interpolation error (black), reference
method with recovered derivatives (blue), PLTMG method with recov-
ered derivatives (red). Right column: reference method with interpo-
lation error (black), marking method with interpolation error θ = .5
(blue), marking method with recovered derivatives θ = .5 (red).

ers approximate derivatives regardless of whether they actu-
ally exist. Fortunately, it turns out to be easy to spot these
bogus derivatives when they occur, and that provides an im-
portant ingredient of our hp adaptive algorithm described
below. In the h adaptive setting, the recovered derivatives
are wrong, but still lead to very large error indicators for
elements near the crack tip. At the beginning, all of the el-
ements are near the crack tip, and hence all of the elements
have error indicators strongly influenced by this “regularity
gap.” As the mesh is refined, the regularity gap strongly in-
fluences only elements near the crack tip (in terms of graph
distance), and that number remains approximately constant
as the total number of elements increases. Here again this
effect becomes more pronounced with increasing p as the
regularity gap increases with increasing p.
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In viewing the marking strategy results, we see that for
the cases where interpolation errors were used and θ = .5,
they behave in a similar fashion to the case p = 1. The main
difference is that the number of loops shows an undesirable
increase with increasing p, especially in the case of the cir-
cle problem. When recovered derivative error indicators are
used, they show suboptimal convergence for small values of
N j consistent with the explanation above for similar behav-
ior in the PLTMG method.

For the case θ = .99 using interpolation errors, the num-
ber of loops is reduced somewhat, with little change in the
order of convergence for the case p = 4. When θ = 1, the
meshes become quasiuniform and while loops decreases
drastically for the circle problem, the approximation order≈
.25. Now there is also a less drastic reduction of order for the
boundary layer problem, but still fairly good approximation
for the isotropic problem.

4 Experiments with hp Refinement

We now consider the case of hp refinement. With elements
of differing p values, special “transition elements” with one
or two edges of higher degree than the overall element are
needed to insure a conforming finite element space. These
elements are described in detail in [2] but the details are not
so important in the current context.

The reference hp method follows the basic lines of the h
method. The subspace dimension increases according to (7)
and is limited by (10). The new feature is a test for deciding
whether to refine the root element in the heap by bisection (h
refinement) or increasing the polynomial degree by one (p
refinement). Using interpolation error, we can directly eval-
uate the effect of h refining our root element into four child
triangles created by connecting the root triangle’s edge mid-
points. Let ηh be the error resulting from this h refinement
and ηt be the original error. Given that the root element has
polynomial degree p, then we choose p refinement if

ηh < ηt

(
1
2

)p/2

Otherwise, we choose h refinement. We expect this to be
satisfied if the solution is smooth, whereas this should fail if
the solution is not sufficiently regular.

Our p-refinement is limited to elements of at most p= 9.
This is due to accuracy limitations of the suite of quadrature
formulas used in the PLTMG software. As a practical matter,
a maximum element degree is needed in any event due to
round-off and stability considerations. In our hp method, if
a proposed h-refinement is disallowed due to round-off con-
siderations, it is considered for p-refinement instead. Sim-
ilarly, if a proposed p-refinement is disallowed due to our

degree limitation, it is considered for h-refinement. It is pos-
sible to construct sufficiently small elements of maximal de-
gree that can no longer be refined at all. This possibility
did not influence our experiments here, but in large parallel
adaptive calculations involving millions of degrees of free-
dom, this limit has been achieved.

The hp method in PLTMG has several new features rela-
tive to the h method. First, when an element is refined in p it
is removed from the heap. If it had degree p and is increased
to degree p + 1, it would require recovered derivatives of
order p+ 2 to compute an error indicator as in (9). The ex-
isting recovered derivatives are of order p+1, and thus have
no value for the p refined element. At present, there is no
computationally inexpensive way to create derivatives of or-
der p+ 2, so p refinement is restricted to just one level in
any refine step.

Second, given an element t with degree p, if

(
∑

t ηt
2)1/2

||∇Iu||Ω
>

(
1
3

)p

(14)

only h refinement is allowed. This partially addresses the
issue of potentially poor quality recovered derivatives for
higher degree elements on very coarse meshes.

In addition to these controls, the main new issue aris-
ing in hp refinement is the choice of h or p refinement in
the generic situation when both options are allowed. This is
done by detecting when the derivative recovery failed for the
given element; the cause is assumed to be a regularity gap.
In particular we compute the ratio( ∑

k ||∂
p
k Ipu−R∂

p
k Ipu||2t∑

k ||∂
p
k
∑

jF j(∂R∂ pIpu)ψ j||2t

)1/2

= αt (15)

where ∂
p
k sums over all derivatives of order p. If the solu-

tion u is smooth in t and has all derivatives of order p, then
αt ≈ 1. When this fails, typically αt becomes quite large.
In PLTMG , if αt > 2 we choose h refinement; otherwise we
choose p refinement. In either case, we rescale the the coeffi-
cients as F j(∂R∂ pIpu)αt , such that when (15) is evaluated
with the rescaled coefficients, the new αt = 1.

hp refinement is supposed to exhibit an exponential rate
of convergence. Rather than estimate the order of conver-
gence, in our hp experiments we fit data for most of the L
subspaces via least squares to a function of the form

Aexp(BNC)

and report the value

exponent =C

rather than the order. For problems with singular behavior,
the optimal value of exponent = 1/3 [9].

The results for some hp experiments are reported in Ta-
ble 4 and Figure 5. The x axis is log10 N and the y axis is
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Singular problem

hp Refinement Error Exponent Loops 102·Effort1.0 Effort1.5
reference-interpolation 3.50e-10 0.23 9 46.5 199
pltmg-recovered 7.97e-08 0.30 38 225 831
pltmg-recovered p = 1,2,4 1.71e-06 0.28 28 117 408

Boundary layer problem

hp Refinement Error Exponent Loops 102·Effort1.0 Effort1.5
reference-interpolation 1.03e-10 0.19 9 44.2 187
pltmg-recovered 1.14e-11 0.33 31 185 675
pltmg-recovered p = 1,2,4 1.19e-06 0.22 17 73.0 278

Isotropic problem

hp Refinement Error Exponent Loops 102·Effort1.0 Effort1.5
reference-interpolation 4.50e-11 0.29 9 44.3 187
pltmg-recovered 4.72e-11 0.60 22 157 603
pltmg-recovered p = 1,2,4 4.66e-06 0.35 15 74.7 285

Table 4 hp refinement.

log10(error). Note that the range of the y axis is different than
the range of the y axis in the figures for the h experiments.
We first discuss the top row images in Figure 5, where con-
vergence histories for the hp reference method is displayed
along with the h reference method for p = 1, 2, 4. The h ref-
erence convergence histories for p = 2 and p = 4 exhibit the
problems on coarse grids previously discussed. The hp ref-
erence method may encounter some of the same issues on
coarse meshes as the h refinement methods, however, on the
finer meshes, the reference hp method does exhibit expo-
nential convergence. As expected, the hp curve lies below
all the h refinement curves.

The PLTMG hp adaptive method does a reasonable job.
It takes 38 loops for the circle problem, and the final error
is larger than the reference method, but it does exhibit ex-
ponential convergence. As a point of contrast we also tested
the PLTMG adaptive method but allowed only the elements
of degrees p = 1, 2, 4 to participate. When an element of de-
gree two is p refined, it becomes an element of degree four.
Elements of degree four can only be h refined. There are
several possible advantages for this approach. First, since
these elements are node-nested, there is a simple and ob-
vious hierarchical basis associated with the spaces, simpli-
fying basis construction and assembly procedures. There are
also classical hierarchical basis multigrid schemes that could
be used to solve the associated linear systems. The hierar-
chical structure also allows the possibility of simple hierar-
chical a posteriori error estimates to be employed. On the
negative side, such a scheme can at best asymptotically be-
have like an h adaptive method for p = 4. But we note that
up to 250,000 degrees of freedom, it tracks the PLTMG hp
adaptive scheme very closely. It is less accurate for 250,000
degrees of freedom; by this point the hp method has created
elements of degree larger than four. But it might prove to be
an attractive alternative to more complex hp adaptive pro-
cedures. Also note that for the circle problem, in 28 loops

it produced an error similar to the h-adaptive strategy for
p = 4 that required 60 loops and about twice the effort. For
the smoother boundary layer and isotropic problems, it per-
formed comparably to the h-adaptive PLTMG strategy for
p = 4.

5 Refinement Efficiency

It’s difficult to compare the efficiency of different adaptive
strategies by only looking at the final error and effort. A
better comparison can be made by plotting the entire curve
log10(106× effort1.5) versus log10(error).

From these plots, there are three interesting things to
note. First, on all three problems, the PLTMG refinement
scheme is more efficient than the marking scheme. Second,
for the point singularity and boundary layer problem (Fig 6),
the PLTMG hp refinement scheme and the hp−1,2,4 refine-
ment scheme are more efficient than corresponding h refine-
ment schemes as should be. Third, for the isotropic problem
(Fig 6), the PLTMG hp refinement scheme is less efficient
than corresponding h refinement schemes until the error be-
comes smaller than 10−4. This is due to (14) that limits the
speed for p refinement. For this very smooth problem, al-
lowing earlier p refinement would have been desirable. This
indicates that the PLTMG hp refinement scheme has room
for improvement.

The reference hp refinement scheme is more efficient
than the corresponding reference h refinement schemes on
all problems as it should be. These plots are not pictured, but
they would appear the same as Figure 5 with the axis rela-
beled (since all the reference schemes use the same number
of adaptive loops with the same sequence of N1,N2, ...NL).
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Fig. 5 hp refinement. Top row: Singular problem. Middle row: Bound-
ary layer problem. Bottom row: Isotropic problem. Left column: hp
reference method with interpolation error (black), h reference method
with interpolation error for p = 1 (red), h reference method with inter-
polation error for p = 2 (blue), h reference method with interpolation
error for p = 4 (green). Right column: hp reference method with inter-
polation error (black), PLTMG hp method with recovered derivatives
(red), (1,2,4) PLTMG hp method with recovered derivatives (blue).

6 Error Indicator Accuracy

In our final experiment, we illustrate how this workbench
can be used to evaluate various a posteriori error estimates.
Here we use the reference h-adaptive and reference hp-
adaptive schemes to compute a sequence of meshes in the
usual way. On each mesh, we computed an a posteriori er-
ror estimate using the interpolant associated with that mesh.
Note that the a posteriori error estimate was not used for sub-
sequent adaptive refinement, but was only compared with
the exact interpolation error. The results for the three test
problems are shown in Figure 7. In these figure the curves
representing reference methods are identical to those shown
in Figure 5.

Fig. 6 Refinement Efficiency. Top: Singular problem. Middle: Bound-
ary layer problem. Bottom: Isotropic problem. PLTMG hp method
with recovered derivatives (black), (1,2,4) PLTMG hp method with re-
covered derivatives (green), PLTMG h method with recovered deriva-
tives for p = 1,2,4 (blue), marking method with recovered derivatives
θ = .5 for p = 1,2,4 (red).
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Fig. 7 Error Indicator Accuracy. Top: Singular problem. Middle:
Boundary layer problem. Bottom: Isotropic problem. hp reference
method displaying interpolation error (black), hp reference method
displaying recovered derivatives (green), h reference method with
p=1,2,4 displaying interpolation error (blue), h reference method with
p=1,2,4 displaying recovered derivatives (red).

The a posteriori error estimate studied is recovered
derivative estimator used in our other experiments. We first
examine results for the h-adaptive method for p = 1,2,4.
Asymptotically, these estimates look very good, apparently
even asymptotically exact in some cases. On coarse meshes
the situation is quite different, where they often under esti-
mate the true error.

We next consider the behavior of the error estimator for
the hp-adaptive algorithm. In this case, the recovery process
proceeds patchwise, with all elements of current degree p
plus some fringe elements forming a patch on which deriva-
tives of order p are recovered. Recovered derivatives for the
fringe elements are discarded, as the fringe elements are in-
cluded for the purpose of improving the recovery process for
the interior elements. This scheme is largely heuristic, as the
analysis in [3] does not directly cover meshes of variable p.
For the isotropic problem the recovered derivative estima-
tor track the actual error very closely, except for very coarse
grids, similar to the case of h-adaptive refinement. This is
likely because the polynomial degree is more uniform than
in the other examples. In the other examples, the recovered
derivatives track less well, but still follow the trend of the
exact error.

Overall, this experiment exposes an issue on coarse
meshes for this indicator which likely can be addressed with
further research. The regularity gap issue illustrated in the
singular problem might also be addressed with further re-
search, or may prove to be a fundamental feature of this re-
covery scheme.
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