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Abstract

This paper concerns the form-finding problem for general and symmetric tensegrity structures with shape con-
straints. A number of different geometries are treated and several fundamental properties of tensegrity structures are
identified that simplify the form-finding problem. The concept of a tensegrity invariance (similarity) transformation
is defined and it is shown that tensegrity equilibrium is preserved under affine node position transformations. This result
provides the basis for a new tensegrity form-finding tool. The generality of the problem formulation makes it suitable
for the automated generation of the equations and their derivatives. State-of-the-art numerical algorithms are applied
to solve several example problems. Examples are given for tensegrity plates, shell-class symmetric tensegrity structures
and structures generated by applying similarity transformation.
� 2005 Elsevier Ltd. All rights reserved.
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1. Introduction

A tensegrity structure is a prestressable truss-like system that, unlike regular trusses, involves both string
and bar elements, connected with ball joints. The fundamental problems in designing a tensegrity structure
are finding an equilibrium, and establishing the stability of the prestressed configuration.

Historically, tensegrity form-finding accounts for the major portion of the tensegrity research. Tibert and
Pellegrino (2003) published an overview of available form-finding techniques. They compared different
methods, established equivalency among them and discussed some potential shortcomings. They concluded
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Nomenclature

nn, ne number of nodes and number of elements
Rn

m set of column vectors composed of n m · 1 vectors
N, P, E sets of nodes, nodal vectors and elements
pi 2 R3, p 2 Rnn

3 nodal vector and vector of nodal vectors
gi 2 R3, g 2 Rne

3 element vector and vector of element vectors
C ¼ ½cij�nenn reduced connectivity (node–element incidence) matrix
M ¼ ½mji�nnne member-node incidence matrix
C = C � I3 connectivity (element force to nodal force mapping) matrix
M =M � I3 matrix of nodal vector to element vector mapping
ki 2 R, k 2 Rne force-density and force-density vector
p 2 Rnne

3 reduced nodal vector of symmetric structure
R mapping from reduced to full nodal vector
k 2 Rnee reduced force density vector of symmetric structure
Q ¼ ½qij�

nee
ne mapping from reduced to full force density vector

D ¼ ½dij�nnnne � I3 mapping from full to reduced set of equilibrium equations
~� diagonalization operator
zi 2 R, z 2 Rne element type identifier and vector of the identifiers
li 2 R, l 2 Rne element length and vectors of the lengths
l0i 2 R, l0 2 Rne element rest-length and vector of the rest-lengths
yi 2 R, y 2 Rne element Young�s modulus and vector of the moduli
ai 2 R, a 2 Rne element cross-sectional area and vector of the areas
(Æ)b, (Æ)s partitions of vectors corresponding to bars and strings
R orthogonal matrix
n number of bars in tower stage
r, r radius of tower stage and vector of the radii
t, t truncation ratio of tower stage and vector of the truncations
a, a twist angle of tower stage and vector of the angles
b, b twist angle between tower stages and vector of the angles
c, c overlap between tower stages and vector of the overlaps
n vector perpendicular to plate plane
h structure height
I identity matrix
Ið�Þ isometric mapping

4834 M. Masic et al. / International Journal of Solids and Structures 42 (2005) 4833–4858
that all kinematic methods, including the dynamic relaxation proposed by Motro (1984), are restricted to
less regular structures, that is, to structures with tensegrity geometry but with undesirable shape. They also
suggested that the force-density method affords no control over the lengths of the elements of the structure.

Failure to explicitly include shape constraints in the form-finding problem is a deficiency of the force-
density method in its present form. This method was adapted for tensegrity form-finding by Vasart and
Motro (1999) from a similar method for the analysis of prestressed networks proposed by Schek (1974).
In this form, the method concerns only shape constraints for the nodes that are attached to supports.
The treatment of these constraints is essentially different from the general shape constraints that define
the desired geometry of the equilibrium structure in the absence of constraint forces. While the boundary
conditions allow for a reduction of the number of equilibrium equations (by introducing additional
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variables as Lagrange multipliers in the problem), the general geometry constraints formulated as algebraic
constraints must be enforced together with the full set of the equilibrium equations. For more details on the
treatment of boundary conditions see Masic and Skelton (2004).

This paper extends the force-density method by explicitly including shape constraints in the problem and
treating them jointly with the equilibrium conditions. Different symmetries of tensegrity structures are con-
sidered, together with their role in simplifying the formulation of form-finding problems. Connelly and
Back (1998) and Connelly and Terrell (1995) studied the rigidity of several highly symmetric tensegrity rep-
resentations of abstract symmetry groups, and Back and Connelly (1998) published their full catalog. In
contrast to these results, our analysis focuses on identifying properties of general symmetric form-finding
problems within the force-density framework with the aim of finding efficient large-scale solutions. In par-
ticular, necessary and sufficient conditions leading to the simplification of the problem are formulated. For
example, our study shows that a symmetric structure may admit an asymmetric distribution of prestress as
well as a symmetric prestress. This shows that the result of Hinrichs (1984), cited by Connelly and Terrell
(1995)—that the symmetric tensegrity prisms with the least number of strings admit only symmetric
prestress—is not a general result.

The second contribution of this paper is a theorem that shows that the tensegrity equilibrium is invariant
under an affine transformation of nodal coordinates. This result allows the trivial equilibrium analysis of all
tensegrities with the geometry defined using an affine transformation of a structure with known equilibrium
geometry.

The outline of the paper is as follows. First, in Section 2, we define a compact formulation of the force-
density method for tensegrity form-finding. Section 3 considers shape and symmetry constraints. In this sec-
tion, several properties of symmetric tensegrity structures are analyzed and implemented in order to reduce
the size and complexity of the problem. Section 4 introduces a class of geometric transformations that pre-
serve equilibrium. A compact form of the stiffness matrix of a tensegrity structure is derived in Section 5.
Section 6 offers several form-finding examples and our conclusions are discussed in Section 7.
2. The force-density method for tensegrity form-finding

The force-density formulation of the tensegrity equilibrium conditions presented in this section is essen-
tially identical to that derived by Vasart and Motro (1999). These introductory considerations define some
useful ideas and introduce vector operators used in later sections.
2.1. The geometry of a tensegrity structure

Definition 1. The nodes mk, k = 1, . . .,nn, of a tensegrity structure are the points where bars and strings
of the structure connect. A nodal vector pk 2 R3 represents the position of the node mk. The set of all nodes
of a tensegrity structure and the associated set of nodal vectors are denoted by N and P respectively.

Definition 2. An element ei = {[mk,mj],zi}, k 5 j, i = 1, . . .,ne, of a tensegrity structure is either a bar or
string that connects the two nodes mk and mj. The pair [mk,mj] is an ordered pair, and zi identifies the element
type. For a tensegrity structure with the element set E, zi is defined such that
zi ¼
1; if ei 2 Es;

�1; if ei 2 Eb;

�
ð1Þ
where Es 2 E and Eb 2 E are the sets of string and bar elements.
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Definition 3. An element vector gi 2 R3 is a vector along the length of an element ei = {[mk,mj],zi}. It
emanates from the first node mk and ends at the second node mj of the element, i.e.,
gi ¼ pj � pk:
It is obvious that the magnitude of an element vector gi is equal to its length kgik, denoted by li.

Let Rn
m denote the vector space of vectors x that have the following structure:
x 2 Rn
m ) xT ¼ xT

1 xT
2 � � � xT

n

� �
; xi 2 Rm; with Rm ¼ Rm

1 :
The vector p 2 Rnn
3 of nodal vectors is formed by collecting all node vectors pi, with similar definitions

give the vector gðE;PÞ 2 Rne
3 of element vectors and the vector z 2 Rne of individual element-type identifiers.

It follows that
pT ¼ pT1 pT2 � � � pTnn
� �

; gT ¼ gT1 gT2 � � � gTne
� �

; and zT ¼ z1 z2 � � � zne½ �:
2.1.1. The mapping from nodal position to element vector

We define the matrix MðEÞ 2 Rne�nn with elements mij as follows:
mij ¼
�1; if mj is the first node of the element ei;

1; if mj is the second node of the element ei;

0; otherwise ði:e:; element ei is not connected to node mjÞ:

8><>: ð2Þ
Definition 4. The Kronecker product operator � is defined as
X � Y : ðRn�m;Rr�qÞ ! Rnr�mq; where X � Y½ �i;j block ¼ X ijY :
By construction one can show that the vector gðE;PÞ can be defined as
g ¼ ðM � I3Þp ¼ Mp; MðEÞ ¼ MðEÞ � I3: ð3Þ
The sparse matrix M 2 R3ne�3nn appearing in this definition is called the connectivity matrix. In order to
emphasize its dependence on the element set E, the connectivity matrix will often be denoted by MðEÞ. The
matrix M will be called the reduced connectivity matrix since it completely defines how individual elements
are connected in the overall structure.

If the ns string elements in Es appear first, then the vector g and matrix M can be partitioned in the form
g ¼
gs

gb

� �
¼ Mp; M ¼ ST

BT

" #
; with S 2 R3nn�3ns :
An important property of M used later in the text is given in the following theorem.

Theorem 1. The reduced connectivity matrix satisfies the identity
M1nn ¼ 0; where 1nn 2 Rnn is the vector of ones:
Proof. All columns of M sum to zero since every row of M corresponds to exactly one element and has
exactly two nonzero entries 1 and �1 corresponding to the starting and ending nodes. h
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2.2. The tensegrity structure equilibrium conditions

If a structure with axially loaded elements is to be in prestressed equilibrium without any external forces,
the internal element forces at each of the nodes must sum to zero.

Definition 5. The element force vector fji 2 R3 represents the contribution of the internal force of the
element ei to the balance of the forces at node mj.

Since all elements of the structure are axially loaded, fji is collinear with the element vector gi. Note that
fji 5 0 only if node mj appears in the definition of the element ei. Moreover, for any element ei = {[mj,mk],zi}
the element forces at the two opposite nodes mj and mk of the element satisfy fji = �fki. The magnitude of
these forces is denoted by fi.

We define a typical element cji of the matrix CðEÞ 2 Rnn�ne as follows:
cji ¼
zi; if mj is the first node of ei;

�zi; if mj is the second node of ei;

0; otherwise:

8><>: ð4Þ
With this definition it follows that
fji ¼ cjikigi;
where ki scales the vector of the element so that it has the same magnitude as the collinear force vector.
Note that ki represents the force per unit length of the element and will be called the force-density.

String elements are modeled as elements that can be either under tension or slack, but cannot be com-
pressed. Since the force densities ki serve as variables in the problem, their positive values for the string ele-
ments preserve tensile character of the string forces. The force-density vector k 2 Rne is defined by stacking
force-densities of all elements in the single vector,
kT ¼ k1 k2 � � � kne½ �; ki 2 R:
If the structure is to be prestressed it is necessary to exclude the trivial solution k = 0. These undesirable
solutions for the force-densities k, are eliminated by constraining the problem as follows:
kkk > 0; ð5Þ

ki P 0; for ei 2 Es: ð6Þ

The balance of the forces at the node mj can be written as
Xne

i¼1

fji ¼
Xne
i¼1

cjikigi ¼ 0: ð7Þ
Repeating this procedure for all nodes of the structure gives the set of equilibrium equations which
can be written compactly as
C~gk ¼ 0; ð8Þ

where the linear operator ~� acting on the vector x 2 Rn

m is defined as follows,
~x :¼ blockdiagfx1; . . . ; xi; . . . ; xng 2 Rmn�n; xi 2 Rm:
The sparse matrices CðEÞ and CðEÞ 2 R3nn�3ne appearing in (8) satisfy C = C � I3 and will be called
the reduced connectivity matrix and connectivity matrix respectively. These matrices incorporate structure
connectivity information analogous to M and M. Moreover, it can be shown from (2) and (4) that
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M ¼ ST

BT

" #
and C ¼ �S B½ �; ð9Þ
or, equivalently,
C ¼ �MT~z; C ¼ �MTð~z� I3Þ: ð10Þ

Note that (5), (6) and (8) represent necessary but not sufficient conditions for the existence of the equi-

librium tensegrity structure. Solving (5), (6) and (8) for the variables g and k may lead to the solution for
which g does not represent a connected network of elements. The element vector definition (3), may be used
as the change of variables to solve this problem.

Define the linear operator ð̂�Þ acting on the vector x 2 Rn by,
x̂ :¼ ~x� I3 2 R3n�3n:
After some simple algebra, the identity (8) may be rewritten in the form,
Ck̂g ¼ 0; ð11Þ

and the change of variables given in (3), yields,
Ck̂Mp ¼ 0: ð12Þ

Finally, by including (5) and (6), we obtain the relations characterizing the most general tensegrity form-

finding problem:
Ck̂Mp ¼ 0; ð13Þ

kkk > 0; ð14Þ

ki P 0; ei 2 Es: ð15Þ

Observe that any k satisfying (13)–(15) in the nodal configuration p lies in the intersection of two convex

sets. From (8), the first of these sets is the null space of the matrix C~g. The second is the set of vectors k
satisfying ki P 0, ei 2 Es. Note that for any k that satisfies (13)–(15), ak also satisfies these equations if
a > 0. Hence, the set of force-density vectors k solving (13)–(15) in the nodal configuration p constitutes
a convex cone.

Definition 6. Let
K 2 Rne�npm ; K ¼ k1 k2 � � � knpm
� �

;

be the matrix with columns formed from of all npm linearly independent solutions kj of (13)–(15) in the
nodal configuration p. The prestress cone CðKÞ, of the tensegrity structure in the nodal configuration p,
is the cone spanned by the linear combination of the columns of the matrix K, such that k 2 CðKÞ )
ki P 0, 8ei 2 Es. The linearly independent force-density vectors kj and npm are called respectively the
prestress modes and the number of prestress modes of the tensegrity structure in the nodal configuration p.

The tensegrity equilibrium equations imply that the triple C ¼ fE;P;Kg completely defines the equili-
brium of a tensegrity structure.
3. Shape constraints

In order to include different shape requirements it is necessary to add shape constraints to the problem.
The general form of a shape constraint is:
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uðpÞ ¼ 0; ð16Þ

where u is some general vector-valued function. Some common shape constraints are analyzed in more
detail below.

3.1. Linear shape constraints

Certain shape constraints are linear in the nodal position vector p. A constraint of this type requires that
some nodes be located at specified positions; for example, some nodes of the tensegrity structure must be
attached to supports. Another example occurs when some nodes must be located at certain positions to sup-
port external loads (see the left illustration of Fig. 1). This type of shape constraint may be written in the
form
Pp ¼ pc; ð17Þ

where pc is the given vector of specified positions and P is a sparse matrix of ones that extracts the
constrained elements of p.

If the desired shape has nodes lying on a flat surface, then the set of shape constraints also has a linear
form similar to (17). Tensegrity plates are the class of tensegrity structures that have all nodes of the struc-
ture lying in two separated parallel planes. The tensegrity plate flatness constraint can be written as
nTgi ¼ 0; ei 2 Eh;
where Eh 2 E is the subset of the elements lying in the planes perpendicular to the vector n 2 R3 (see the
right illustration of Fig. 1). When written in compact form, these constraints become
nT 0 . . . 0

0 nT . . . 0

..

. ..
. . .

. ..
.

0 0 . . . nT

266664
377775HMp ¼ ðI � nTÞHMp;
where H is the sparse matrix that extracts the entries of g associated with the elements Eh.

3.2. Constraints on the element length

The constraint that nc elements must have predefined lengths is defined as,
kgik ¼ lci ; ei 2 Elc; ð18Þ
x

y

z

1

2
3

p3

p1

p2

x

y

z
g=(g , g , g )i ix iy iz

T

n=(n , n , n )x y z
T

g ni ⊥

Fig. 1. Node and plate constraint.
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where Elc 2 E is the subset of elements with constrained lengths, and lc 2 Rnc is a given vector. By its nature
this constraint is quadratic,
Fig. 3.
diagra
~gc
Tgc ¼ ~lclc; lTc ¼ lc1 lc2 � � � lcne

� �
; ð19Þ
where gc 2 Rnc
3 is the vector formed by collecting the element vectors of the elements in Elc.

3.3. Symmetric tensegrity structures

In many practical situations tensegrity structures and their desired shapes are symmetric. In this case, the
amount of information required to describe the geometry and element forces can be significantly reduced.
Two examples of symmetric structures are shown in Figs. 2 and 3.

Definition 7. A symmetry of a set S is an isometry that maps S onto itself (see, e.g., Grunbaum and
Shepard, 1986).

Isometries are bijective mappings that preserve distances between points and angles between lines in the
set. Symmetries associated with tensegrity structures that are of relevance for form-finding problems can
be divided in two groups, nodal symmetry and element symmetry.
y axis of symmetry

x axis of symmetry

p1

p4p3

p2

Fig. 2. A tensegrity cross that admits symmetries with respect to the x and y-axis.

z

n+1 n+22n

1n1 2 n-1

2n2n-1

3n+1 3n+24n

2n+1 2n+2

4n4n-1

2n+3 2n+13n

first stage

second stage

The left figure is a Class 1 shell-class tensegrity tower that admits symmetries about z-axis; the right figure is a connectivity
m of a shell-class tensegrity.
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3.3.1. Nodal symmetry

The set of nodal vectors P of a tensegrity structure and any subset Ps 2 P are subsets of the Euclidian
space R3. It can be shown that all symmetries (i.e., isometries) IðpkÞ, pk 2 R3, are affine mappings of the
form
IðpkÞ ¼ pj ¼ Rpk þ t; R 2 R3�3; RRT ¼ RTR ¼ I3; t 2 R3: ð20Þ
Definition 8. A subset of nodes Ns 2 N of a tensegrity structure is said to admit nodal symmetry I if the
associated set of nodal vectors Ps 2 P satisfies (20) for some R and t. If the set Ns involves all nodes of N,
i.e., Ns ¼ N, then the tensegrity structure is said to have compete nodal symmetry.

The structure in Fig. 2 admits a nodal symmetry since rotation about the y-axis yields,
p2 ¼ Rp1 þ t; p1 ¼ Rp2 þ t; p4 ¼ Rp3 þ t; p3 ¼ Rp4 þ t;
R ¼
�1 0 0

0 1 0

0 0 1

264
375 and t ¼ 0:
3.3.2. Element symmetry

According to Definition 2, elements ei 2 E of a tensegrity structure are not vectors in Euclidian space.
Hence, the idea of element symmetry is different from that of nodal symmetry.

Definition 9. A subset of elements Es 2 E of a tensegrity structure is said to admit element symmetry I if:

(i) the set of nodes Ns ¼ NðEsÞ, defining the elements Es, admits nodal symmetry I;
(ii) for every element ei ¼ f½mj; mk�; zig 2 Es there exists exactly one element eq ¼ f½mr; ms�; zqg 2 Es, such that

pr ¼ IðpjÞ, ps ¼ IðpkÞ, or pr ¼ IðpkÞ, ps ¼ IðpjÞ; and
(iii) zi = zq.

If the set Es involves all elements of E, i.e., Es ¼ E, then the tensegrity structure is said to have complete
element symmetry.

Definition 10. Two elements ei and eq of the same kind or two nodes mj and mr are said to be equivalent, or
to belong to the same equivalency class Eec 2 E, and Nec 2 N respectively, if there exist a complete element
symmetry or a complete nodal symmetry that maps one to the other.

Other symmetries can be associated with a tensegrity structure, such as deformation symmetry and ap-
plied force symmetry. However, these symmetries have no relevance for form-finding and are not consid-
ered in this paper.
3.3.3. Complete element symmetry and the reduction of force-density variables

Complete element symmetry can be exploited to reduce the number of variables in the tensegrity equi-
librium equations. The main result that establishes the basis for this claim is given in Theorem 2. The next
two lemmas establish some background results.
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Lemma 1. If a finite or infinite tensegrity structure admits complete element symmetry IðxÞ ¼ Rxþ t, then

any mapping between element vectors, gi and gq associated with any two elements ei and eq in the same

equivalency class, must be strictly linear and satisfy the relations
gq ¼ Rgi; or gq ¼ �Rgi: ð21Þ
Proof. Without loss of generality we assume the element vector orientation gi = pk � pj and gq = pr � ps.
From Definition 9 (ii),
pr ¼ Rpk þ t; ps ¼ Rpj þ t; or pr ¼ Rpj þ t; ps ¼ Rpk þ t:
It follows that gq must satisfy one of the two conditions,
gq ¼ pr � ps ¼ ðRpk þ t� Rpj � tÞ ¼ Rðpk � pjÞ ¼ Rgi; ð22Þ
or
gq ¼ pr � ps ¼ ðRpj þ t� Rpk � tÞ ¼ Rðpj � pkÞ ¼ �Rgi: � ð23Þ
Note that although a structure may admit element symmetry, the set of element vectors g does not nec-
essarily admit the same symmetry, or even any symmetry at all. This is because the definition of the element
vectors depends on their adopted orientation. If the orientation of the element vectors does not comply with
the symmetry of the structure, then the set of element vectors may not be symmetric. Nonetheless, Lemma 1
shows that the mappings between the element vectors of the elements in the same element equivalency class
are not independent of the symmetry.

The next lemma shows that the contributions of the element forces of two elements in the same equiv-
alency class at two nodes in the same equivalency class are related by a symmetry mapping that is indepen-
dent of the adopted orientation of the element vectors.

Lemma 2. Let a finite or infinite tensegrity structure admit complete element symmetry IðxÞ ¼ RðxÞ þ t, and
let mj and mr be any two nodes in the same node equivalency class. Then for any element eq connected to node mr,
it holds that

(i) there exists exactly one element ei (not necessarily different from eq) connected to node mj, that is in the

same equivalency class; and

(ii) the compressive or tensional character of the element force is preserved under the symmetry transforma-

tion i.e.,
crqgq ¼ cjiRgi: ð24Þ
Proof. Since nodes mj and mr are in the same equivalency class, Definition 9 implies that for every element
incident with node mj there must be at least one element in the same equivalency class that is incident with
node mr . This result, and the fact that symmetries are bijective mappings implies (i).

Without loss of generality we assume that ei = {[mj,mk],zi} and gi = pk � pj. There are two possible cases.
First, assume that the orientation of the element eq is such that eq = {[mr,ms],zq}. Then from (4), cji = cri
since from Definition 9 (iii), zi = zq. In this case (22) holds, so that gq = Rgi. Finally, we have that
crqgq ¼ cjiRgi:
In the second case the orientation of the element eq is such that eq = {[ms,mr],zq}. From (4) it must hold
that crq = �cji. Hence, from (23) we have gq = �Rgi, and it follows that
crqgq ¼ ð�cjiÞð�RgiÞ ¼ cjiRgi: �
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Theorem 2. Suppose a tensegrity structure admits a complete element symmetry. Then the tensegrity equilib-

rium equations (13)–(15) are satisfied if all elements in the same element equivalency class Ek
ec have a common

force-density,
ki ¼ kj; 8ei; ej 2 Ek
ec:
Proof. Let mj and mr be two nodes in the same node equivalency class. The equilibrium equations at nodes
mj and mr are given by,
Xne
i¼1

cjikigi ¼
X
i2Ij

cjikigi ¼ 0; ð25Þ

Xne
i¼1

crqkqgq ¼
X
q2Ir

crqkqgq ¼ 0; ð26Þ
where Ij and Ir are the sets of indices of the elements incident with nodes mj and mr. Let the notation
kq = kq(i) indicate the dependence of the force-density kq on ki. Using (24), every term crqkqgq in the sum-
mation (26) can be substituted with exactly one term cjikq(i)Rgi. After changing the indexing of the summa-
tion (26), it follows that the balance of forces at the node mr can be written as
X

i2Ij
cjikqðiÞRgi ¼ 0: ð27Þ
Pulling out matrix R from the summation gives,
R
X
i2Ij

cjikqðiÞgi ¼ 0: ð28Þ
If kq(i) is chosen so that kq(i) = ki, i.e., if kq = ki, then (28) can be rewritten as
R
X
i2Ij

cjikigi ¼ 0;
which always holds when (25) holds. h

Note that kq(i) = ki is a sufficient but not necessary condition for equilibrium at node mr. To illustrate this
point, note that the symmetric tensegrity structure of Fig. 4, with connectivity defined in Fig. 5, admits both
a symmetric and an asymmetric solution for k. The difference in the two examples is only in the distribution
of the resulting element forces. The left structure in Fig. 4 has the same force-density for the symmetric ele-
ments, while the right structure does not. This example shows that the result of Hinrichs (1984) used by
Connelly and Terrell (1995) for analysis of tensegrity prisms, which states that these structures with the
least number of strings admit only symmetric prestress, does not necessarily apply to all symmetric
tensegrities.

Let all elements E of the structure that admits a complete element symmetry, be grouped in nec disjoint
element equivalency classes Ej

ec, j = 1, . . .,nec. Theorem 2 can be used to reduce the number of force-density
variables from k 2 Rne to k 2 Rnec , where k is the reduced force-density vector formed from the single rep-
resentative elements for each equivalency class Ej

ec. The element equivalency class incidence matrix

Q 2 Rne�nec , has elements qij defined as follows:
qij ¼
1; if ei 2 Ej

ec;

0; otherwise:

�
ð29Þ



Fig. 4. Left: Symmetric distribution of the prestress in the three-bar structure in the configuration with the relative angle between top
and bottom triangles p/4. Right: Elements with nonzero prestress of the same structure with asymmetric distribution of prestress.
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Fig. 5. Connectivity matrix of the three bar structure.
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Given Q, the reduction in the number of variables can be written as
k ¼ Qk: ð30Þ
3.3.4. Complete element symmetry and reduction of the number of equilibrium equations

Recall that complete element symmetry implies complete nodal symmetry of a tensegrity structure.
Hence, the set of all nodes N can be partitioned in nnc disjoint node equivalency classes Ni

ec, i = 1, . . .,nnc.
As suggested by (28), equilibrium conditions for any two nodes in the same equivalency class become lin-
early dependant and are related via the nonsingular linear transformation R. This redundancy can be
exploited further to reduce the number of equilibrium equations in (13) by keeping only the set of indepen-
dent equations at the single representative nodes for each node equivalency class Ni

ec. Let dij denote the
elements a matrix D 2 Rnnc�nn such that
dij ¼
1; if node mj is the representative node of Ni

ec;

0; otherwise:

�
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The reduction in the number of equations can be represented by pre-multiplying (13) by the matrix
D 2 R3nnc�3nn , where D = D � I3.

3.3.5. Nodal symmetry and reduction of the number of geometric variables

The fact that a tensegrity structure admits nodal symmetry can be used to reduce the number of geometric
variables p in the tensegrity equilibrium equations. Let a tensegrity structure have nnc different node
equivalency classes Ni

nc. Then, for any two nodes mj and mr in the same equivalency class Ni
nc, there exists

a symmetry mapping such that,
pr ¼ Rrjpj; Rrj 2 R3�3: ð31Þ
Let the node mj be selected to be the representative node for the node equivalency class Ni
nc. Since all

nodes in the node equivalency class Ni
nc are images of the representative node mj, by using (31) for each

of the nnc node equivalency classes, it is possible to write,
p ¼ Rp; for R 2 R3nn�3nnc and p 2 Rnnc
3 : ð32Þ
The vector p is formed by collecting all nodal vectors of the representative nodes for each of the nnc dif-
ferent node equivalency classes. Fig. 3 depicts the nodes with nodal vectors forming p for the shell-class
tensegrity structures defined in Skelton et al. (2001).

Eq. (32) provides the change of variables that reduces the number of geometric variables p in (13) and
(14) from 3nn to 3nnc. This change of variables guarantees nodal symmetry of the solution and simulta-
neously preserves the bilinear character of the tensegrity equilibrium equations. In summary, the form of
the tensegrity equilibrium equations that accommodates both nodal symmetry and element symmetry of
the tensegrity structure can be written in the form:
DCcQkRp ¼ 0; ð33Þ

kkk > 0; ð34Þ

ki P 0; ei 2 Es: ð35Þ
3.4. Symmetric tensegrities and parametrization of geometry

The complexity of the tensegrity form-finding problem is influenced by the complexity of both the
tensegrity equilibrium equations and the shape constraints. Although the tensegrity equilibrium equations
have the nice bilinear form when the nodal vector p is used to describe the geometry, a sensible change of
variables may yield more tractable equations and hence improve the convergence of algorithms used to
solve them.

The cylindrical shell-class tensegrity structure in Fig. 3 is analyzed to illustrate this fact. Given n-bars
per stage, this structure admits rotations by 2kp/n, k = i, . . .,n � 1 about z axis, as the element symmetries.
The geometry constraint that requires all nodes to lie on the cylinder of radius rtarget has the quadratic
form
p2ix þ p2iy ¼ r2target; i ¼ 1; . . . ; nnc:
If r is a geometric variable, this constraint is linear, i.e., r = rtarget. In some cases, it is beneficial to find a
set of geometric variables for which the equilibrium Eq. (13) becomes more nonlinear, but the additional
shape constraints are less nonlinear. The next section addresses this issue for shell-class tensegrity
structures.
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3.4.1. Geometry parametrization of a symmetric shell-class tensegrity tower

This class of tensegrity structure has n bars for each of the nst stages (see Figs. 3 and 6). In addition to
the rotational symmetry about the z axis, a structure may also admit other symmetries—for example,
reflection about the plane perpendicular to the axis passing through the middle of the height of the
structure.

For each of nst stages, let lbi denote the length of the bars, ri the radius of the bottom polygon, and ai
the twist angle, as shown in Fig. 6. Let the truncation ratio of the stages be defined as
ti ¼
rti
ri
; i ¼ 1; . . . ; nst;
where rti, i = 1, . . .,nst are the radii of the top polygons of the stages. Similarly, let bi, i = 1, . . .,nst � 1, and
ci, i = 1, . . .,nst � 1 denote the parameters that define the positions of the stages relative to each other, as
depicted in Fig. 6. We define the collections of geometric parameters: lb 2 Rnst , r 2 Rnst , t 2 Rnst , a 2 Rnst ,
c 2 Rnst�1 and b 2 Rnst�1.

Let pbji denote the nodal vectors of the j = 1, . . .,n nodes at the bottom of each of the i = 1, . . .,nst stages.
Similarly, let ptji denote the nodal vectors of the j = 1, . . .,n nodes at the top of each of the i = 1, . . .,nst
stages. Finally, we define the orthogonal rotation matrix about z-axis:
RðxÞ ¼
cos x sin x 0

� sin x cos x 0

0 0 1

264
375:
With these definitions, the geometry of a symmetric shell-class tensegrity can be parameterized as
follows:
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Fig. 6. Geometric parameters of a stage of a shell-class tensegrity.
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pbji ¼ R ðj� 1Þ 2p
n

� �
pb1;i; ptji ¼ R ðj� 1Þ 2p

n

� �
pt1;i;

pb1;i ¼ Rðdbi Þ
ri

0

fi

264
375; pt1;i ¼ RðdtiÞ

tiri

0

fi þ hi

264
375;

db1 ¼ 0; dbi ¼ dbi�1 þ ð�1Þi ai�1 þ bi�1 þ
2p
n

� �
;

dti ¼ dbi þ ð�1Þi�1 ai þ
2p
n

� �
;

f1 ¼ 0; fi ¼ fi�1 þ ð1� ciÞhi;

hi ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l2bi � r2i � t2r2i þ 2r2i t cos

2p
n

þ ai

� �s
;

ð36Þ
where dbi and dti are the angular coordinates of the nodes at pbji and ptji respectively, and hi is the height of
the stages i = 1, . . .,nst.

Note that all nodes pbji in the same stage i = 1, . . .,nst belong to the same node equivalency class. Simi-
larly, all nodes ptji, i = 1, . . .,nst, in the same stage i = 1, . . .,nst belong to the same node equivalency class.
Suppose that the nodes pb1;i and pt1;i, i = 1, . . .,nst, are selected as the representative nodes for the 2nst differ-
ent node equivalency classes. Using these nodes to form the vector p 2 R2nst

3 , the geometry parametrization
(36) can be written in the compact form
p ¼ Rp; with p ¼ pðn; lb; r; t; a; b; cÞ: ð37Þ
4. Invariant tensegrity geometric transformations

In this section it will be shown that Theorem 2 is a special case of a more general property of tensegrity
structures.

Definition 11. Suppose that the geometry of the equilibrium tensegrity structure C ¼ fE; p;Kg is
transformed using �p ¼ T ðpÞ. If the transformed structure C ¼ fE; �p;Kg is in equilibrium, then T is known
as an invariant tensegrity geometric transformation.

Theorem 3. Any affine geometric transformation of the nodal position vector p of the form �p ¼ ApþT,

where,
A 2 R3nn�3nn ; A ¼ Inn � A; A 2 R3�3;

T ¼ 1nn � t ¼ ð1nn � I3Þt; t 2 R3;
is an invariant tensegrity geometric transformation. The affine geometric transformation is known as the

tensegrity similarity transformation.

Proof. Since C ¼ fE; p;Kg is an equilibrium tensegrity structure, it satisfies the tensegrity equilibrium
equation:
Ck̂Mp ¼ 0: ð38Þ
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Fig. 7. An equilibrium elliptical tensegrity cross generated by the similarity transformation from the equilibrium square configuration.
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Equilibrium of the structure C ¼ fE; IðpÞ;Kg is satisfied if:
Ck̂M ðInn � AÞpþ ð1nn � I3Þt
	 


¼ Ck̂MðInn � AÞpþ C�̂kMð1nn � I3Þt:
Using the identity Mð1nn � I3Þt ¼ 0 from Theorem 1, we obtain
Ck̂M ðInn � AÞpþ ð1nn � I3Þt
	 


¼ Ck̂MðInn � AÞp: ð39Þ
Rearranging this equation and applying (38) yields
Ck̂MðInn � AÞp ¼ ðInn � AÞCk̂Mp ¼ 0: �
Theorem 3 represents a powerful tool for the equilibrium analysis of tensegrity structures. It allows the
trivial equilibrium analysis of all tensegrity structures with geometry defined via an affine transformation of
a tensegrity structure with known equilibrium geometry. For example, it is possible to compute the equi-
librium conditions for the tensegrity cross in Fig. 7 that has nodes at the vertices of a square. In this case,
the equilibrium of any tensegrity cross with its nodes lying on an ellipse is guaranteed for the same set of
force-densities of the corresponding elements. Note that the higher level of symmetry in the square tense-
grity cross makes the number of geometric variables and the number of equilibrium equations smaller,
thereby making the problem easier to solve. The linear part of the affine node position transformation that
generates the equilibrium configuration of the elliptical cross is given by
A ¼
xs 0 0

0 ys 0

0 0 0

264
375R p

4

� �
:

Although it is intuitively obvious that a tensegrity structure remains in equilibrium if it undergoes a geo-
metric transformation as a rigid body (i.e., rotation or translation) it is not obvious that the same holds true
for other affine transformations.
5. Stiffness matrix of a tensegrity structure

In the above analysis the necessary conditions are defined for the existence of a prestressed structure that
satisfies the tensegrity conditions. The stability of a tensegrity structure can be examined by analyzing the
properties of its stiffness matrix. In the next section the stiffness matrix of a tensegrity structure is defined.
Since a tensegrity structure can be regarded as a special case of truss structures, the results are also appli-
cable to these kinds of structures.
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Definition 12. The stiffness matrix K of a tensegrity structure under the equilibrium external load w 2 Rnn
3

that acts at the nodes in the equilibrium nodal configuration p is defined as
K ¼ ow

op
:

One can show that the equilibrium conditions of a loaded structure can be written in a form similar
to (13), i.e.
Ck̂Mpþ w ¼ 0; with wT ¼ wT
1 wT

2 � � � wT
nn

� �
: ð40Þ
This establishes an equivalent definition of the stiffness matrix,
K ¼ � o

op
ðCk̂MpÞ;
which we use in its derivation to get,
K ¼ � o

ok
ðCk̂MpÞ ok

op
� Ck̂M:
The first term of this expression can be more conveniently written for differentiating with respect to the
vector k, which gives
K ¼ � o

ok
ðC~gkÞ ok

op
� Ck̂M ¼ �C~g

ok

op
� Ck̂M:
The rest of the derivation of the stiffness matrix is completed assuming that elements are constructed
from linear elastic materials that obey Hooke�s law. If Young�s modulus of the element ei is denoted yi,
and its cross-sectional area and rest-length, ai, and l0i, then the force-densities ki can be defined as,
ki ¼ zi
yiai

l0ikgik
ðkgik � l0iÞ; ð41Þ
or equivalently,
ki ¼ zi
yiai
l0i

1� l0i
kgik

� �
: ð42Þ
Differentiation of k with respect to p using (3) gives
ok

op
¼ ok

og

og

op
¼ ok

og
M:
The relationship in (42) is used to get,
ok

og
¼

z1y1a1
gT1

kg1k
3

0 . . . 0

0 z2y2a2
gT2

kg2k
3

. . . 0

..

. ..
. . .

. ..
.

0 0 . . . zneyneane
gTne

kgnek
3

26666666666664

37777777777775
: ð43Þ
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Defining the auxiliary vectors,
y ¼ y1; y2; . . . ; yne
� �T

; a ¼ a1; a2; . . . ; ane½ �T; l ¼ l1; l2; . . . ; lne½ �T;
allows us to write (43) in the compact form
ok

og
¼ ~z~y~a~l

�3
~gT:
Substituting this derivative in the expression for ok/op gives
ok

op
¼ ~z~y~a~l

�3
~gTM: ð44Þ
If we exploit the fact that ~z, ~y, ~a, ~l are diagonal and ~gT is block diagonal, we may write (44) as
ok

op
¼ ~y~a~l

�3
~gTẑM:
From (10) we have that,
ẑM ¼ �CT:
Finally, the stiffness matrix is written as,
K ¼ C~g~y~a~l
�3
~gTCT � Ck̂M: ð45Þ
This stiffness matrix matches its FEM definition for prestressed trusses given in the literature, see, e.g.,
Murakami and Nishimura (2001). Here, the stiffness matrix is given in a compact form that clearly displays
its structure and sparsity pattern. This compact form greatly simplifies the rank analysis.
6. Examples of a symmetric form-finding problem

6.1. The unstable unit plate

The tensegrity plate of Fig. 9 is characterized by a periodic connectivity pattern that exists within the
interior of the structure. Its repetitive connectivity unit is shown in Fig. 8. This unit does not represent a
smaller equilibrium tensegrity structure regardless of its geometry, in contrast to the unit of the periodic
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Fig. 8. Connectivity of the unit of the unstable unit plate.
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modular tensegrity plates defined in Masic and Skelton (in press). Since the equilibrium of each of the units
is provided by interacting with its adjacent units, additional elements must be added to boundary units to
allow equilibrium of the whole structure. Its name, unstable unit plate, is adopted to reflect these facts.

If the nodes of the plate admit the same periodic pattern, in addition to the periodicity of the connec-
tivity, the resulting plate is not generally an equilibrium tensegrity. This is the case with the left structure
of Fig. 9. We define this periodic nodal configuration as a desired geometry ptarget and seek its closest equi-
librium configuration, p.

Clearly, the desired periodic geometry ptarget of a periodic plate can be defined by specifying parameters
of its lattice, and the geometry of the unit in Fig. 8. This can be done in several ways. A general parame-
trization of the unit geometry allows that the nodes of its four bars have completely independent positions.
The only restriction is that they lay in two separate parallel planes. A way of defining the unit geometry is
to specify the positions of the nodes, pi,j,k, i = 1, . . ., 4, that all lay in the lower plane of the plate. The para-
metrization of the unit geometry is completed by defining the bar lengths, and the azimuthal and inclination
angles, hi and ui, of its four bars. The positions of the remaining nodes of the periodic plate are defined by
shifting the unit along the two-dimensional lattice defined by two independent vectors s1, and s2. If a com-
plete parametrization of a periodic plate geometry is the only objective, restrictions should not be imposed
on the lattice parameters. The angle / is used to denote the orientation of the lattice generator s2 with
respect to the generator s1, and s1 is chosen to be parallel to the x-axis without loss of generality. This para-
metrization of the plate periodicity incorporates rectangular, rhombic, square and hexagonal lattices
independently from the unit geometry.

The geometry of the periodic plate analyzed in this numerical example is restricted to a less general case.
It is assumed that the unit itself admits rotational symmetry about the axis passing through its geometric
center as shown in Fig. 8. All the bars of the unit are assigned the same length and share a common incli-
nation angle u1. The azimuthal angle of the first bar is denoted h1. It completely determines the correspond-
ing angles of the remaining bars, since it is assumed that h3 = �h1, and the symmetry defines the azimuths
of the two remaining bars. We further assume that the lattice generators s1 and s2 are mutually orthogonal
and parallel to the corresponding coordinate axes. This pattern yields a rectangular lattice with / = p/2.
With these additional restrictions, the nodes and elements of the periodic plate also admit rotational sym-
metry about the y-axis, which passes through the geometric center of the plate as shown in Fig. 9. In order
to exploit the symmetry and simplify the form-finding problem, the boundary elements in the structure of
Figs. 9 and 10 are added in such a way that the complete element symmetry of the overall structure is
preserved.
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Fig. 9. Top view of the desired plate geometry used also as the initial guess (left), and computed equilibrium plate geometry (right).
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Recall that this periodic nodal configuration is defined as a desired geometry ptarget with the objective to
find its closest equilibrium configuration p. In addition to this soft shape constraint, it is required that the
tensegrity equilibrium configuration p strictly satisfies the plate constraints, and has the same bar lengths lb
and height htarget as the desired plate. It is also required that the final plate admit the nodal and element
symmetry of the desired plate, and that all the bars of the structure have force-densities larger than � > 0.

First, the connectivity scheme defined by Es and Eb is adopted. The unit vector n 2 R3 perpendicular to
the plate must be provided in order to define the plate. Next, the index iv of an element eiv penetrating the
plate is identified so that the height of the plate can be constrained to be htarget. The matrix H is constructed
to extract the vectors of elements lying in the top and bottom plane of the plate. The desired configuration
ptarget is used as the initial guess for the resulting form-finding problem cast as the optimization problem:
Given data ptarget;R;Q;D;C;M; Es;H; n; htarget; lb; iv; � and B

min
p;k

F oðp; kÞ ¼ ðp� ptargetÞ
Tðp� ptargetÞ

where p ¼ Rp; k ¼ Qk; g ¼ Mp; gb ¼ BTp

such that DCk̂Mp ¼ 0;

ki P 0; ei 2 Es;

ki > �; ei 2 Eb;

ðI � nTÞHg ¼ 0;

nTgiv ¼ htarget;

~gTb gb ¼ ~lblb:

ð46Þ
The constraint on the length of each element has been expressed as a sum-of-squares rather than a
two-norm. This ensures that the constraint derivative is well defined and does not involve the inverse of
the element length.

The tensegrity plate form-finding problem (46) is solved numerically using the sparse nonlinear optimi-
zation package SNOPT 6.1 developed by Gill et al. (1997). SNOPT is a general-purpose solver that uses a
sequential quadratic programming (SQP) method for minimizing a general nonlinear function subject to
bounds on the variables and sparse linear and nonlinear constraints (for more details, see Gill et al.,
2002). An advantage of using a large-scale optimizer is that the sparse constraint Jacobian is fully
exploited during the solution process. The objective and constraint gradients provided to SNOPT are
given by:
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oF o

op

oF o

ok

26664
37775 ¼

2RTðRp� ptargetÞ
0

" #
;

oF c

p

oF c

ok

� �
¼

DCk̂MR DC~gQ

0 X s

0 Xb

ðI � nTÞHMR 0

nTMT
iv
R 0

2~gTbB
TR 0

266666666664

377777777775
;

whereMiv
=M(eiv) are the rows ofM that correspond to the element eiv, and Xs and Xb are the matrices that

extract corresponding string and bar entries from the full force-density vector.
The number of elements and nodes of the structure are 270 and 96 respectively, yielding an optimization

problem that has 282 variables and 360 constraints. The solution of this problem required a total of 27 iter-
ations of the SQP algorithm used by SNOPT. The convergence of the objective function is shown in Fig. 11,
and it shows the values of the objective function for both major and minor iterations of the SQP algorithm.
Note that the objective value does not converge monotonically. This is because SQP methods satisfy
the nonlinear constraints only in the limit and hence the early iterates are not feasible. An estimate of
the efficiency of the SQP algorithm on this problem may be determined by the fact that it was necessary
to evaluate the problem functions (46) only 39 times in order to locate the solution.

6.2. Shell-class tensegrity tower

In this example, a six-stage shell-class tensegrity tower with four bars per stage is designed. The desired
symmetric shape of the structure enables geometry parametrization so that the change of variables defined
in (36) is performed. All stages of the structure are constrained to share common geometric parameters. In
other words, the number of variables in the vectors lb, r, t, a, b, c can be reduced to one. It is assumed
that the length of the bars lb, and the structure radius r are given. Further, it is required that the truncation
parameter be t = 1, and b = 2p/n, which guarantees equal lengths of the saddle strings defined in
Skelton et al. (2001). The height of the structure h = h(n, lb, r, t,a,b,c) defined in (36), is constrained to
be htarget.
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Fig. 11. Convergence of the objective function.
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Symmetry of the structure can be exploited to reduce both the number of equations to be solved and the
number of force-density variables. The solution of the form-finding problem is obtained by casting the non-
linear constrained zero-finding problem as the optimization problem:
Given data C;M; Es;Q;D;R; htarget; n; lb; r; t; b :

min
a;c;k

F o ¼ ðDC~gQkÞTðDC~gQkÞ

g ¼ Mp; p ¼ Rpðn; lb; r; t; a; b; cÞ
subject to ki P 0; ei 2 Es;

kkk > 0;

hðn; lb; r; t; a; b; cÞ ¼ htarget:
This problem is also solved numerically using the SNOPT package. The objective and constraint gradi-
ents are computed analytically and provided to SNOPT. The general form of the objective gradient with
respect to the geometric variables lb, r, t, a, b, c, and the force-density variable k is:
grad ¼ 2 DCcQkMR
op

olb

op

or

op

ot

op

oa

op

ob

op

oc

� � 



 DC~gQ
� �T

ðDC~gQkÞ:
Here, we give only the sparsity pattern of the Jacobian of the nonlinear part of the nodal parametrization
(36), see Fig. 12.

The resulting optimization problem was solved easily. A total of 110 evaluations of the problem function
was required before the algorithm converged, from the initial configuration shown in Fig. 13, to the left-
most structure of Fig. 14.

In addition, the problem was solved for two different values of the height htarget. All other data and initial
conditions were unaltered. The resulting problems required a total of 100 and 87 iterations before the algo-
rithm converged to the structures depicted in Fig. 14. This incremental procedure using increasing heights
illustrates that the technique may be used as the basis of an iterative method for generating feasible paths of
tower reconfigurations defined by controlling the string lengths. Such a procedure would use the solution of
the previous structure as the start point for the next, leading to further reductions in computing time.

Finally, an example of a shell-class tower structure with tapered stages is given. This example illustrates
the generality of the formulation introduced here. The only change from the previous problems is that the
desired distribution of the truncation ratio t is now:
0 5 10 15 20 25 30 35

0

5

10

15

20

25

30

35

Fig. 12. Sparsity patter of the Jacobian of the mapping between geometric parameters and nodal vector p.



Fig. 14. Equilibrium shell-class tensegrity towers with different heights and common radius.

Fig. 13. Top and side view of the initial non-equilibrium configuration of the shell-class tensegrity tower.
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t ¼ 0:7 1 1 1 0:8 1:3½ �T;
while all other constraints and initial conditions remain unaltered. The final structure computed by SNOPT
after 177 iterations is shown in Fig. 15.

The reason that the solution of the plate problem requires less iterations than the tower examples is that
the constraints are less nonlinear in the first case. The plate problem consists of a quadratic objective func-
tion that is subject to the set of linear constraints, bilinear constraints, and quadratic constraints. In con-
trast to this fairly low level of nonlinearity, the constraints are much more nonlinear in the tower case which
can be realized by inspecting the geometric parametrization in (36). The last example of the tower with ta-
pered stages is the most complex problem, see Fig. 16, because of the increased number of variables and
level of nonlinearity.
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6.3. Discussion

The force-density method for tensegrity form-finding allows for a comprehensive formulation and treat-
ment of shape constraints at no additional expense. Moreover, it appears to be the best method for large-
scale problems. First, unlike most other methods it does not require unknown a priori knowledge about the
structure being designed. For example, the nonlinear programming method of Tibert and Pellegrino (2003)
requires advanced knowledge of which elements attain their extreme lengths in equilibrium. Masic (2004)
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shows that there exist simple structures that have no elements with extremized lengths in equilibrium, and
therefore cannot be handled with this method. In addition, he proposes a modification of the method that
corrects the deficiency.

Second, numerical issues related to the solution of non-convex bilinear equilibrium equations are equiv-
alent to those of the energy method, and the non-linear programming method considered by Tibert and
Pellegrino (2003), and the modified version of the latter. The reader is referred to Masic (2004), where it
is demonstrated that the force-density formulation of the equilibrium equations actually represents the
primal-dual form of the necessary optimality conditions for these optimization methods, and that the
free force-density variables serve as dual variables.
7. Conclusions

This paper extends the scope of the force-density form-finding method for tensegrity structures by explic-
itly incorporating shape constraints into the problem. One of the principal contributions of this paper is the
use of tensegrity symmetry analysis in the context of the force-density method for form-finding. We study
different symmetries of tensegrity structures and propose a systematic and rigorous approach to using sym-
metry to simplify the problem. The analysis provides the theoretical basis for methods for large-scale prob-
lem that use modern numerical optimization tools. These methods allow the rapid solution of tensegrity
tower forms that previously could be solved efficiently only in some special cases. The form-finding problem
for large-scale tensegrity plates is defined and efficiently solved. The proposed tensegrity invariance trans-
formation defined in the paper enables the solution of the form-finding problem for a large class of tenseg-
rities. It also represents a new tool that can be implemented for the design and control of tensegrity
structures.
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